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PREFACE

In an increasing number of states, estimates of personal income
are being prepared ﬁy county on a~reéulér basis. Recent county
estimates of personal'incqme by government and'non—profit agencies
are now availéﬁlg for more than half the states. Within the past few
years county income estimation in six Plains and South Central stgtés--
Iowa, Nebraska; Oklahoma, Kansas, Missouri, and Arkansas--has been
greatly stimulated by financial support from the Midwest Research
Institute of Kansas City to university Euréaus of business and economlc
research in those-states. In each state estimates of personal income

By county were prépafgd annvally for the years 1950 through 1962,

My own interest in county income estimation began in the fall of
1964 when Dr. Lewis E. Wagner, then Directof of the Bureau of Business
and Economic Research ét the University of Iowa, asked me to look over
the county income estimates for Iowa which had recently been completed.
The approach ;o'estimatidn Qas the same as that now used in making
almost all'county income estimates: for each component of personal
income, a county series was selecte& as the beét méasure of that
component; this sefies was cenverted to a set of county income
estimates by allocating ﬁhe U. S. Department of Commerce state level
estimate of the incoﬁe component to counties in theAsaﬁe ﬁroéortion

. that the county values bore to their own state total. An analysis-of

the estimation procedures revealed that although the Iowa methodology
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compared favorably with that used in many other states, the estimates
had serious shortcomings. No account was taken of the importantvfact
that many data on components of peréonal income, notably those for
comiponents of wages and salaries, measure income in‘the county earned
rather than in the county of residence of the recipient, as required by
the definition of personal income. In addition, large year to year
chaﬂges in the county estimates of some income components seemed to be
caused by a shift from one source of county data to another.

The analysis also led to serious doubté as to whether, in view of
the qualitatiﬁe and quaqtitative limitations of exigting‘county data,
meahingful annual estimates of persomal income by county could be
conctructed at all. Nevertheless, it was clear that there were
challenging economic and statisticallquéstions cénnected with the problem
of obtaining the best possible estimates of county personal incomé.

The economic basis of the cholice of county data needed to be re;examined
Afor_almost every component of income. A practical means of resolving
the situs proﬁlem had toABe devised,'at 1eést for wage and salary

inéome and income_ofAnoﬁ-farm proprietors.. Methods had to be devised -
for combining informatioﬁ from different sources which had the
contrasting virtues of reliability and frequency of 6bservation.
Finally, some conclusions had to be drawn with regard to what - -
limitations on a set of county personal income accpunfs; in terms of

meaningful frequency and-detail, are in fact iﬁplied by existing
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sources of county data. Ip undertaking this study, it was hoped that
progress in these areas might make possible a general improvement in the
quaiity of personal income.éstimateS'by county, estimates which are
assuming an increasing importance in decision-making by state and
local government, in marketing, and in regional economic analysis..

The methods of county income estim;tion described in the following
pages are being used to estimate personal income in Iowa counties fof'
the years 1948, 1953,.1958, and 1963. . This work ié now in progress.

A number of individuals have provided unpublished Iowa data in
connection with the preparation of these estimates. In two instances
these data were uged in empirical work which forms part of the present
study in méthodology. I am indebted to David H. Johnston, Chief,
.Research and Statistics, Towa EmploymentvSecurity Comﬁission, fqr
~unpublished county data on wages and salaries by industr&, and to
David E. Wortman, Director, Research and Statistics, Iowa Sta;e Tax
Commission, for the use of computer tapes contaiﬁing selected infofmation
from the Iowa state personal inqomé tax returns for 1963. The income
tax data made it possible to undertake an interesting, and perhaps
unique empirical analysis of the deterﬁinénts of the income of
unincorporated business enterprises.

Thé unpublished dat# not used explicitly for analysis has

‘nevertheless made an important contribution to the author's Rnowledge,"

‘and the existence of these data is frequently cited in the text.
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The data include unpublished detail in the official state personal
income estimates for Iowa. Data of this type were supplied b&-Robert E.
Graham, Jr., Chief, and Edwin J. Coleman, Chief, Economic Measurement
Section, Regional Econoﬁics Di%ision, Office of Business Economics,
U. S. Departmént of Commerce; and Albert R. Kendall, Agriculture
Statistician, Economic and Statistical Analysis Division, Economic
Research Service, U. S. Department of Agriculture.

| ,-I am indebted to the following individuals who also supplied
unpublished county data: Lenore Adkisson, Auditor, Property Tax and
Valuation Department, Iowa State Tax Commission; Alvin M. David, -
Assistant Director, Bureau of 0ld-Age and Survivors Insurance,
~U.'S. Department of Heaith, Education and Welfare; Don E. Dyer, Acting
State Executive Director, Agricultural Stabilizafioﬁ and Conservation
Service, U. S. Department of Agriculture;-R. H. Sutherland,
Agricultural Statistician, Iowa Crop and Livestock Reporting Servi;e,
‘U. S. Department of Agriculture and Iowa Department of Agriculture;
and ‘James W. Tarver, Profeésor of Soéiology, Oklahoma State University.

This study would not have been poésible without the géneroué

éupﬁorﬁ of the Bureau of Busiﬁess and Economic Research and the
University Computer Center of the University of Io&a. In pérticular,
I am indebted to the following present and past members of the staff of
the Bureau of Business and Econqmic'ResearCh: Burton Gearhﬁrt and

' Lawrence Snyder, who did the computer programming; Carol Oliven who



assisted witﬁ data collection and made helpful stylistic suggestions
on the manuscript; Duané Oyen, who assisted with data collecﬁion and
with the computations; and Dona Fae Park and Kathy Smith, who typed
the many drafts. The University of Iowa Computer Center has been
supported by a series of grants from the National Science Foundation.
Finally,“}‘am indebted to Professo% (Emeritus) Frank W. Fetter
of Northwestern University for his advice and ecnouragement throughout
the'coﬁrse of tﬁis étudy. Helpful comments were also made by

Professor Walter D. Fisher.
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CHAPTER ONE
AN INTRODUCTION TO COUNTY INCOME ESTIMATION

Personal income has long been recognizgd as a basic measure of
economic activity and economic well-being. The early efforts in-the
1920's and 1930's to measure personal income in the United'State; were
followed closely by attempts to measure personal income in smaller
. areas., Thus, the National Bureau of Economic Research and the National
Industrial Conference Board quickly exten&e& their work on national
income estimation to the estimation of personal income by state,1

and by 1940 the U. S. Department of Commerce had undertaken to provide

estimates of personal income by state on a regular basis.2

Attempts
to measure personal income by county date‘from 1926,3 and several
efforts in the 1930's were followed by a larger volume of work in the

1950's and 1960's. However, county income estimation has met with

nuch less success than has the estimation of personal income by state.

Istudies that should be noted are Oswald W. Knauth, Distribution
of Income by State in 1919 (New York: National Bureau of Econcmic
Research, 1922); Maurice Leven, Income in the Various States: Its
Sources and Distribution in 1919, 1920, and 1921 (New York: National
Bureau of Economic Research, 1925); and John A. Slaughter, Income
Received in the Various States, 1929-1935 (New York: National
Industrial Conference Board, 1937).

%

2j0hn L. Martin, "Income Payments to Individuals by States, 1929-
38," Survey of Current Business, 20 (April, 1940), 8-15.

3H. G. Weaﬁer,v"The Developmentlof.a Basic Purchasing Power Index
by Counties," Harvard Business Review, IV (April, 1926), 275-89.
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The U. S. Department of Commerce has not provided official estimates
of personal income by county, althdugﬂ estiﬁates“for large SMSA's
have appeared very recently, and'othgr work on small area income
estimation is in progress.1 .The present study examines the problems that
have arisen in the estimation of personal income by county and
suggests ways in which the quality of pérsonal income estimates can be
improved.

Personal income has been defined as "the current income received
by persdns from all sources, inclusivé of transfers frombgovernment
and Susiness but exclusive of trénsfers among persons."2 It ié the
sum of wage aﬁd éalary diébursements,'othef labor income,‘earningsiof
proprietofs of unincorporated business ente:prises, rental income,
 interest and dividends, and transfer payments; Ifersonal confributions
to social insurance funds are sﬁbﬁfacted“from this total. ' The personai
income of an area ig ;he;sﬁm of the personal incomes of all individuals
residing in the area. Conceptually, there are no differences between

the measurement of personal income by county and the measurement of

Irobert E. Graham, Jr. and Edwin J. Coleman, "Personal Income in
Metropolitan Areas: A New Series,'" Survey of Current Business, ﬁl'
(May, 1967), 18-44, A pilot study which formed the basis of this and’
forthconing work at the Department of Commerce in the estimation of
personal income for multi-county areas is Robert E. Graham, Jr.,
"Measuring Regional Market Growth: A Case Study of the Delaware River
Area," Survey of Current Business, 39 (January, 1959), 10-19.

Publication of personal income estimates for single counties is not
planned. . - ‘ ' ‘

2y. s. Department of Commerce, Office of Business Economics,
National Income, 1954 Edition, A Supplement to the Survey of Current

Business (Washington, D, C.: U, S. Government Printing Office, 1954),
58. ‘




personal income in states’or nations. In practice, the sources of
‘primary déta'which cén be used forICOunty incbme estimation are much
.smaller in quantity and often less suited for income estimation than
”the data which form the basis of.the state and national personal income
estimates. The contrasts ih’data quality are important enough to
necessitate significant differences iﬁ estimation procedures, and to -
make county income estima;ion a distincf topic in social accounting.

In the past few years there has been a growing interestrin the
estiméti&n of personal income by county. This interest is reflected
in the increasing number of states for which recent county income
estimates have been publisﬁed. In contrast to the six year period
1946—1951, when stétewide_éounty incoﬁe estimates other than commercial
estiﬁates were published for only six states,1 the period 1961-;9663
"saw the publication of county income estimatgs for twenty-seven states.2
" Recent noncommefciai estimates of county peréonal-income now exist for
most of the larger states, and for states in all parts of the cqun;ry ,
exéepf New Eﬁglgnd. ‘Thesé states, and the year of the most récent

estimate, are shown in Figure 1.

;Lewis C. Copeland, Methods for Estimating Incdme Payments in
Countiles. A report prepared by the Technical Committee for the Use of
the Coaference on the Measurement of County Income (Charlottesville:

Bureau of Population and Economic Research, University of. Virginia,
1952), 86 88.

: 2A listing of recent county income publications is provided in
the bibliography.




Figure 1

e~ STATES FOR WHICH THERE ARE RECENT NONCOMMERCIAL PERSONAL INCOME ESTIMATES BY
COUNTY, AND YEAR OF THE MOST RECENT ESTIMATE
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At least as notable as the larger number of statés for which county
income estimates are being made is the larger number of studies which
provide a statement of methodology. It is noﬁ possible té‘form a clear
plcture of current practice in county income estimation.. Unfortumately,
these statements of methodology take us only a short way in an analysis
of the problems of county income estimation. AlthoughAthey indicate
what was done, these statements rarely. indicate why one choice was made
rather than another. Typical evaluative comments are that "'good
cooperation was received from all persdns supplying data," anﬁ "county
income estimates must be interpreted with caution." Perhapswsignificantly;
the postwar period has seen only one article on county income estimation
in a major professional,jburnal.l The recent studies show wide variatioms
in methodology beyond those required by state variations in available
data, and a professional concensus on methodology is needed before county
income estimates are widely accepted. The considerable resources being
devoted to county income estimatién and the potential usefulnesé of good
estimates in regional economic analysis indicate clearly the current
need fof further analytical discussion of income estimation methods at
the county level, -

Oskar Morgenétern has done much to make economists conscious of .
comparative unreliability of many of the statistics with which they

deal. His book On the Accuracy of Economic Observations provides many

LY cafeful check of the A.E.A. Index of Economic Journals revealed
only John L. Fulmer, "Regression Methods for Estimating Agricultural

Income by County," Review of Economics and Statistics, 38 (February,
1956), 70-80.




ékamples of official statistics which appear to be built up from very
" small amounts of data, of widely-different estimates for similar economic
magnitudes, and of statistics whose reported frequency and accuracy
cannot be justified by their informational content.1 In view of
Morgenétern's ;riticism, the publication, in some states, of annual
estimates of county personal income in considerable detail by source
raises immediate questions as to whether the volume of statistics
reported are justified by the underlying data. In one state, for
example, county personal income is feported in hundreds of dollars.2
The present study is, most broadly, a study in economic statistics,

and it has been strongly influenced by. the considerations of reliability
raised by Morgenstern. The probiems of county income estimation have
" been viewed as those of extracting the maximum amount of information
with regard to the personal income of a'county frbm an.extremely
heterogeneous body of primary data. The existing primarj data have been
carefully scrutinized for éhortqomingsfin terms of their appropriateness
for county income estimation, and adjustments to take account of per-
ceived shortcomings have been suggested wﬁereever pb§siple. Equally
important, the probléms of the deéign of é set of county personal inéome
accounts, which would present estimates of personal income for countiés

by major component and for various years, have been viewed as those of

lOskar‘Mofgenstern, On the Accuracy of Economic Observations
(2nd ed.; Princeton: Princeton University Press, 1963).

2y, E. Montgomery, "Income in South Dakota in 1964," South Dakota
Business Review, XXIV (November, 1965), 8.




determining the limits of the underlying data's informational content.
The detail and frgqueﬁcy‘with ﬁhich meaningfﬁl-incoﬁe étatistics can be
provided cannot be determined in advance, and ques;ions in the design
of county iﬁcome accounts must be pursued hand in hand with questions of
estimation methods for particular components of income. The guidelines
which arersuggested,ip this study for repottable county incomg statistics
rest on a detailed analysis of the amount and quality of the relevant
county data, and the methéds by which these data can be processed into
income estimates.

Because the mgthod used to estimate a given component of personal
inﬁome depends on the particular array of data that are available, .
a narrowing of the focué of the study. is necessary for'the discussion of
some of the ﬁore speclfic problems of county income estimation. Many
of the data which can be used for county income esfimation-comé from
federal government sources, and are thus available for all‘stétes. But
other valﬁable sources of data cover only a singlé sfate. To restrict
our attention to soﬁrces with national coverage would lend to a_highly
distorted picture. of ;he extent tq_which data relevant for county
income estimation are available. _while some of the special state sources
that have been used iﬁ prévious work for county income estimation can
be'nofed, it is'not practical to surve§ the special sources thaf éxis;
- in each state. Hence, theipresent study Qill be‘espécially concerqed'
" with the evaluation of alterrative methods of income eétimation-for a
particular state. Iowa has been chosen as convenient and representative,

In addition, the study will be limited to comsideration of methods of



persconal income estimation that_can be used to obtain estimates for
the postwar périod. | |
The construction of social accounts is usually thought of as a
task which is a prerequisite to quantitative apaiysis of an econonmy,
but one which does not itself draw very heavily on ec&nomic and statis-
ti¢a1 analysié. It is appafent,‘however, that any prdcessing of primary
economic data into soclal accounts relies, implicitly or explicitly,
on economic and statistical assumptions. Because the data which must

serve as the basis of county income estimates are relatively weak, the

realism of the economic and statistical assumptions underlying the

estimation methodology has an especially important effect on the quality
of the estimates. The explicit use of economics and statistics in

deéigﬁing a methodology for county income estimation is the underlying

theme of the present study.

-1. Approaches to County Incone Estimation:
A Historical Survey

It is useful’tovhave,vat the cutset, an idea of appioaches'to
county income estimétidn that have been adopted in tﬁe paSt; and some -
understanding of the degrée of success which each approach has encountered.
In surveying previous work, we hope.to find a reference ﬁoint upon
which to build in refining methods of county income estimatioﬁ, and t&_
ﬁbtain some insight.intq the pfoblems that haye been most troublesome,-
The historical sketch of the préseﬁt section will be followed by a

‘comparison of some recent results of the estimation of personal



income in Iowa counties using different prdcedufes, The chapter concludes
with a discussion of the need for analytical‘methods in the development
of improved procedures for estimating income by county, and this
discussion ser§es to introducé the problems that are the concern of the
remainder of the study.

Thgvfour general approaches to county income estimation that have
been applied In practice may be class}fied as index number methods,
allocation methods, censuses and surveys, and regression methods. The
nature of each of these approaches may be summarized as follows:

(1) Index numbers designed to measure personal income have been
constructed by forming weighted averages of county serieé
which are believed to be highly correlated with personal
income or one or more of its’majér components. Both_the
selection of county series and the weights given to them
reflect the judgment .of the investigétof. Index numbers
measure relative.levels of personal income by cpunty; no
éttempt is made to translate these iﬁto é measure of the
abgolute level of incomé;

(2) Allocation methods of county incﬁme estimatiﬁn are concerned
with the.distribution of state personal income estimates to
counties. The motivation for allécation methods is that.
state daﬁa for personallincome estimation are more extensive:
and more relisble than coﬁnty Aaté, and thus ﬁroQides a

superior guide to the magnitude of personal income components.
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County data, however, may be taken as indicating the‘shares
of particular components of personal income received by
residentg of the varipus counties. Thus, allocation methdds
normally treat personal income on a disaggregated basis,
and associate each component of pérsonal income with a
county series. County values for an income compongﬁt are
obtained by assigning a share of state total to each county
in propdrtion to the share that the county seriles is of its
own state total,

(3) Censuses and surveys usually estimate personal income by
“household interviews. Information may be obtained on the
distribution of income by source, although the method
is not apprdpriate for non-cash components of personal income
such as 1mputed rent and interest, and employer coﬁtributions
#o érivate pension and welfare funds.

(4) Regression methods of county income estimation are based on
the‘aséumptiOn that a set of variables reported by state and
by .county can be specified which explain botﬁ state and
county variations‘in personal incpme, Thus, a regression
equafioﬁ is estimated using state personal income as the
depeﬁdent Variable, and county income estiﬁates are madg by
using the estimated‘regression coefficients and county values
of the‘indebendent variables.

A fifth approach to county income estimation which has been suggested

is to combine tabulations of gross income reported on personal income
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tax feturnsﬂwith estimates of unreported income.1 Estimates would have
to be made of types of income ﬁot subject to tax, earnings of persons
with low incomes not fiiing returns, énd under-reporting of income,
Methods have not been proposed for dealing with the latter two problems,
vhich are ﬁeculiar to tﬁis approach to county income estimétion, and
it willAnot be discussed further.

The various approaches to.county income estimation could, of coursé,
ﬁe used in combination., TFor example, regression methods might be used
to estimate some compohents of personal income and a survey used to
estimate others. The allocation approach subsumes the othérs, since
county estimates of an income ccmponent obtained by any méthod'can be
scaled to a staté control toﬁal. In particular, weighted sums éf
several county séries (tﬁe index number approach) might beiused to
ailocate certain components of personal income, rather than single
series,

The first attempt to estimate income by county may be found in a
1926 article by H. G. Weaver;2 His work combined the essential features
of(the index number'and allocation approacﬁes. Four»écohomic indicatbrs,
all pércentagé shares of_étate totals, were summed Qith integral weights.
The basic data were the sum of value added in manufacture and total

values of mineral, fishery, and fafm produttsiknumber of retail outlets;

Lyotin H.'Cumberland,'"Suggested Improvements .in Regional Income
Accounting," Regional Science Association, Papers, 2 (1956), 259-71,

2H. G. Weaver, op. cit.
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total population; and number of federal income tax returms. All but
the last were always given a weight of unity,,aﬁd tax feturns were given
a weight of one through five depending on which ;ai;e resulted in the
best predictions of income for states of a particular region or type.
Estimates of county incpmevwere obtaiﬁed by distributing the income of

a state to counties in proportion to the valugloffthe,index. Weaver
made estimates for all the counties in the United States, using five
year averages of state income estimates.

A second example.of.index numbers as small area income estimates
appeé;ed in an article by Edward Thorndike in 1937,1 Thorndike
constructed an eleven componeht index (and two varian;s of it) with
arbitrary weights, ‘and computed the index for 117 smali and medium
gized cities. .The.index, which uséd data for the early l930's?lwas
expressed on a per capita basis, but no attempt was made to estimafe
dollar magnitudes; Thorndike attempted to choose indicators that
reflected the well-being of different components of the population, but
his inclusion of "sales of retail cigar stores” makes his index look
strange to the modern reader. The index approach to county income
estimation is no ionéer in current use.

Howard Bowen appears to have been the first fo eétimate county

income by allocating individual coﬁponenés of state income to counties,

although the allocation approach had already been applied in making

lpdward Lee Thorndike, "Variations Among Cities in Per Capita
Income." Journal of the American Statistical Association, 32 (September,
1937), 471-79,




13 .

personal iﬁcome estimatés for‘states.l’2 Bowen's estimates for lowa
counties, made in 1935, were of three yeérs averages of income fpr 1927~
29 and 1931~-33. The definition of income used by Bowen, the returns
from current production that accrue to individuals, was less inélusive.
than the modern defiﬁition of personal income; and income was measured
on a "where earned" rather than a "where received" basis. Income was
treated as the sum of income arising in each of ten industry groups,
‘and each industry's income was allocated using a single'county series.,
Examples of allocators used were, for agr;culture, value of ciops;
for manufacturing, value-added; for transportation, assessed value of
railroad property. Bowen's work, which was intended to measure the effects
of the depreésion oﬁ Iéwa incomes, was interesting in that it showed a
geographic pattern of income chaﬁge for: the two periods that was quite
. different from that of the level of pé% capité iticone,

A much more elaborate version of the allocation method was
developed a few years late: by W. M, Adamson, who made county income
estimates for Alabama for tﬁe years‘1929~and'193..5.3 Adamson made

separate allocations for wages and salaries\of~major industry groups and

farm and non~-farm income from profits réceived‘by individuals., Wages

lﬂoward R. Bowen (coordinator), The Income of the Counties of Iowa,

Iowa State Planning Board Committee on Population and Social Trends,
1935. :

2Knauth op. cit., P. 7 et. ség.'

3W. M. Adamson, ‘'Measurement of Income in Small Geographic Areas,
Southern Eccnomic Journal, 8 (April 1942), 479-92.
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and salaries were allocated in proportion to payrolls reported in
industrial censuses or other sources where this was possible, and
estimates for non-covered industries were based on the occupational

distribution of employment reported in the 1930 Census of Population.

Profits from mannfacturing and mining were allocated to counties on the
basis of value added. QAn allocator’for.profits from retail frade was
constructed by multiplying estimated average ratios of gross returns
tO'éales by county retaillsales by tyﬁe of store, and then subtracting
| wages and salaries from the estimate of gross return for all store
types. Profits'ffoﬁ-agriculture were aliocated on the basié of the

value of farm products sold and consumed at home as reported by the

Census of Agriculturé, with adjustments for farms not reporting.
A&gmson's definition of income was broader than Bowen's; he also
included imputed rént on owner-occupied dwellings and, contrary to
modern practice, profits from the sale of propetty;’ Rent and implicit
_rent frpm ;esidential property‘was_allocated_on the basis of data on
the‘vélue on owner-occupied dwellings and monthly rents reporfed in

the 1930 Census of Populatioh.‘ Two allocators were used for rent from

business property, the numbér of dwelling units with high value or high
monthly rent, whichAwés taken as an indicator of high'inéQme, and the
number of persqnél inqomg tax returns filed., An average of the two
allocations was taken as an estimate of this cémponent of income.
Profits from the sale of prbpérty wefe also estimafed on the basis of a

the presumed distribution of high incomes.
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After 1945, efforts were made to estimate county income by the
allocation method in a number of other states. In 1949 the Conference
on the Estimation‘of County Income was organized for ehe purposevef
developiﬁg a standard metﬁodoldgy for county income estimation. Although
this group had a varied membership, most of the participants were |
associated with universities in the southern states. Twe publications
that resulted directly from the efforts of the Conference were County

1

Income in Seven Southeastern States, by John Lancaster,” and a

Atéchnical supplement, Methods ef County Income Estimation, by Lewis
'Copeland.z Copeland's‘monograph gave the methods of allocation that
had been adopted in the southeastern states, or which were under
coneideration at the time of writing.

County income estimation as practiced by ;he Confefence participants
showed a number of advances over the pre-waf period., The definition of
income was broadened to include transfer.payments, and‘an attempt was
made to measure a few components of income on a "where received" basis.
Wages and salaries reported under unemployment compensation programs
were tabulated, and the use of this source greatly incfeased portion’
of thié type_of_income that could be measureé directly. Several
alternative methods of farm income estimation were suggested. They

varied chiefly according to whether farm expenditure items in addition

1john Littlepage Lancaster (ed.), County Income in Seven South-
eastern States (Charlottesville: Bureau of Population and Economic
Research, University of Virginia, 1952).

2Copeland, op. cit.
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to farm receipts were allocated to counties, and according to the level
of &isaggregation used in éllocéting receipté from crops. Non—farﬁ-
proprietors' income was estimated, for mosf industries, by allocating the
product of the number of establishments or the number of proprietors

and wéges and salaries per worker covered by uﬁemployment insurance.

Rent allocations were based on Census of Housing data or on property

‘tax statistics. A variety of data were suggested for alldcating interest-
and dividends: tabulations from state personal income tax returns,
commercial bank deposits, sales of savings bonds, assessed value of
intangible propgrty,-and others.

A large amount of later work in the estimation of personal income
by county drew heavily on tﬁe procedures cataloged Sy Copeland,‘and
the allocation appfoach now dominates the estimation procedufes used by
government anq nOn—prqfit agenciés. A publidatién of thelU. S. Department
of Commerce provides a bibliography of the studies that had appeared

up to 1961.1

The details of innovations made in these studies will

not be followed here, since they have consisted primarily in the selection
ofnew allocators for various income components, with little variation

in basic aﬁbroﬁch.c.The detailed anaiysis of allocation'prpcedures in

the next chapter draws. primarily on work since 1961, and is taken

to represent current practice.

1y, s. Department‘of Commerce, Business and Defense Services o
Administration, Personal Income: A Key to Small-Area Market Analysis
(Washington: U. S. Government Printing Office, 1961), 16-43.
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The third approach to county income estimation to be discussed is

use of the results of censuses and surveys. Income questions were first

included in the Census of Population as part of the census of 1940;
However,.the amount- of income received ﬁas asked only ip the caée'of
wages and salaries. Although the 1950 Census collected data on all
monetary income, only én approximate inaication of income by county was
provided, since households were not required to report amounts of
income fecéived in excess of $10,000, Thus, the 1950 Cénsus provided
tabulations of the size distribution of income by éoﬁnty and reported

median income, but mean or total income by county was not reported.

The 1960 Census of Population, However, provides mean income and ﬁumber
of recipients by county for all monetary inccme, Qages and salaries,
and~seif—employmeht incdme. All of the censuses,repogt income statistics
for the year preceding the census.

One shortcoming of income data obtained by household interview is
the teadency toward under-reporting. Because responses are based on
memory rathgr than records, ;hevexfent of ﬁnder-reporting will be
Lgreater the longer the period between the time the income was received
- and the time of the interview, and will alsolbe‘greater for types of
income received irregularly than, say, for wages and salaries. A rough
.guide towthe ;gliability of the Census count§ iﬁcoﬁe data may be B
ob;ainéd By cémparing gggggi'resulté fér sgates and fo;'the United States

with the cdrfesponding estimates prepafed'for 1949 and 1959 by the
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Office of Business Econqmics of the Departﬁent of Commerce. An énalysis
of‘thgsé estimates has been made by Herman Miller.l Miller 6btainéd
state and national estimates of monetary income in 1949 from Census
data'by assuming that the income recipients in each size blass had
incomes equal to the midpoint 6f the size class, while for 1959 these
quantities could be obtained directly by multiplying mean income by
number of recipients. Monetary income was derivéd from the OBE estimates
of personal income by netting out non-cash components. The tendency

toward under-reporting in the Census of Population was illustrated by the

finding that estimated Census income for the United States was 91 per
cent.of‘anustéd OBE income in 1949, énd 94 pér-gent.of adjusfed‘OBE .
income in 1959, |

However, there was considerabie'variation iﬁ the eiteﬁt of under~
repdrtiﬁg for different income components, and in one case there was
marked ovér—reporting. The correspondence for income from wages and
salaries was quite good: the Census national estimate was 97 per cent
" of the OBE estim;te for 1949 and 99 per cent of that estimate for 1959.
At the other extreme, the Census cdvered only 54 pér cent of income
other fhan from earnings in 1949, and only 62 per cent in 1959. An

anomolous result was that Census self-employment income was 99 per cent

lgerman P. Miller, Income Distribution in the United States, A 1960 -

Census Monograph (Washington: U. S. Government Printing Office, 1966),
. 172-181, : : ,
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of the OBE national total in 1949, but 114 per cent of the national
total in 1959, Apbarently there was,a’tendgnéy)for self-employed persons
to report gross rather than net income.

Similar results were obtained in comparisons of Census and OBE
4 income estimates for staﬁes. In only £oﬁr states was the 1959 Census
income figure less than 90 per cent of the OBE figure. A comparisog
of the two estimates for self-employment income by étate indiéated that
the over~reporting in 1959 tended to be more significant in non-farm
states than in farm states, suggesting that it was the non-farm component
.of self-employment iﬁcome that was ovef—reported. For Iowa.in 1959, the.
Census estiméte of wage and salary income was 103 éer‘cent of OBE, self-
Aempléymeﬁt,iﬁcomé was 102 per cent of OBE, and incomé other than earnings
was 58 per cent. These findings suggest good reliablility for the Wage-
and farm components'of'personai income, but a much lower reliability
_for the other components. However, because of reliance on sampling--
a 20 per cent sample‘was used for the income}qqestion in 1950 and a 25
~ per éent éample in 1960--the réliébility of the income étatistics in'

the Census of Populétion shbuld be expected to be lower for counties

than fqr states.

Aside from the work of the Bureau of the Census, survey methods have
not been used; except incidentally, in thg const;ﬁction of personal income
estimates for counties. The high cost of surveys relat;ve to other
approaches is the primary reaéon for the ﬂeglect of this method. However,

an interesting attémpt to estimate personal income for an urbanized area
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smaller than a county was made by Charles.Leven.1 The Elgin-Dundee
area, northwest of Chicago, was the area inﬁestigated. Leven's objective
was to estimate a set of income and product accounts which included
~ gross area product and personal income for the year 1956. Personal
interviews and mail surveys were used to collect information for ﬁusiness
establishments, and personal interviews were used to collect information
from Hodseholés. In the estimation of personal income, primary reliance
was plagéd 6n.the data received from businesses, ﬁhiéh were asked the
amounts of the various types of income payments which were madelto
households, and the shares of each type of inﬁome going to persons within
the Elgin-Dundee area. The household survey focused on determining the
amounts of income of various typés received from outside the érea, |
which~was_com£ined with the data from firms to obtain an estimate of the
total personal income of area residents. However, respondents to the
household.survey wvere also asked to indicate a size class for tﬁeir
total personal income, which served‘as-a check.

Lorin Thompson appears to have made the only attempt to estimate
county personal income using the regression approach, although other

investigators have used regression analysis to estimate the farm income

Icharles L. Leven, "Theory and Method of Income and Product Accounts
for Metropolitan Areas, Including the Elgin-Dundee Area as a Case Study," |
doctoral dissertation, Department of Economics, Northwestern University,
1958. Leven's study was carried out under the auspices of the Center
- for Metropolitan Studies at Northwestern University and was supported
by the Ford Foundation and the Social Science Research Counecil.
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component.1 Thompson developed an equation for predicting per capita
income by state for the year 1950 using Department of Commerce personal
income estimates and explanatory variables derived from the 1950 Census

of Population. This equation was then used to estimate per capita income

in 127 counties -and cities in Virginia. Three independent variaoles
were chosen: “(1) the ratio of the white non-fafm'population to total
population, (2) the ratio of military and civilian employment to popula-
tion, and (3) an index of the favorableness of the industrial mix.

The last varlable was constructed by weighting employment by industry
according to national averages of the value of total production per
worker in the industry. The coefficient.of determination using data for
48 states was 0.91, so that nine per cent of the variation in per caplta
o income‘was unexplained. ‘

Another measure of the reliability of the regression estimates

. suggest rather unfavorable results for thie approach., The estimates
obtained for Virginia counties and cities were scaled fot consiétency
with the Department of Commerce estimate for the state and compared with
estimates obtained by the allocatlon method. Almost half the counties
and cities showed differences of 10 per cent or more, and in three cases

the income estimates differed by more than 40 per cent. The estimates

lLorin A, Thompson, "Appraisal of Alternative Methods of Estimating
Local Area Income,” in Conference on Research in Income and Wealth,
Studies in Income and Wealth, XXI: Regional Income, A Report of the
National Bureau of Economic Research (Princeton: Princeton University
Press, 1957).
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of per capita income cannot be coﬁsidered true-vélues, and in fact,
théy probably contained significant errors. Nevertheless, they are
based on substantial amounts of direct &ata for income components. It
is reasonable to conclude that Thompson's equation explains the distri-
bution of income among Virginia counties rather less well than the
distribution of income among states, aﬁd less well than does the
allocation approach.

Two studies have used a regression approach in the estiﬁation of
farm income. Byron Johnson and Carl Nordquist used data for states to
obtain an estimating equation for farm proprietors’ ipcome.ly The
dependent variable was the Department of Commerce estimate and the two
explanaﬁory ﬁariables were cash receip;s from crops and cash receipts

from livestock, both taken from the 1945 Census of Agriculture. A .

difficulty with using this equation to estimate farm income in counties
~is that it takes no account of iﬁtefcountycdiffereﬁcgs in expeﬁdiﬁures .
per dollar of sales, except to the extent that these reflect interstate
averages associated with crops and livestock. A more élaborate‘version
of_the‘regression_appfoach was developed b& ;ohn Fulmer, Qho‘based his
work on the assumption that interarea differences in wage rates for

‘farm labor proviﬂe angquiindicatioh of interarea differences in

1Byron L. Johnson and Carl G. Nordquist An Estimate of Personal
‘Income Payments by Colorado County, 1948 (Denver: University of Denver:
Press, 1951), 22-25., ’




23

all agriculturéllincome.l Fulmer used his model to estimate farm income
bf county in Viiginia for 1953; and obtained results substantially
different from estimates made by the allécation method.
The variables used by Fulmer are somewhat complex, and:a series
~measuring imputéd farm labor plays an important role. This series was’
constructed by combining state or county data for land in crops, livestock
on farms, and livestock products produced with state estimates of rates
of labor utilization in the corresponding farm activities. Fulmer's
&epéndént varigble was égriéuitural income per houf of imputed labor,
. where agricultural income was defined'as the sum of farm proprietors’
income.ana wages received by férm iéﬁor, less government payments to.
- £arm operators and rent on farm dwéllings. The three independent
variables were:
kl) the hourly farm wége rate, chosen on the ground that under
compgti;ive cénditions it is a measure of the marginal pro-
ductivity of both hired labor and labor supplied by‘the farm
operator;‘ | D |
(2) the.ratio of the farm wage rate in the following yéar to the .
farm wage rate in the current year, chosen on the ground that
it provided a'mgasq:e of disequilibrium in ;he market for

farm labor.  Given the wage rate, the change in the wage-

_lJohn L. Fulmer, ''Measurement of Agricultural Income of Counties,"
in Conference on Research in Income and Wealth, Studiés in Income and
" Wealth, XXI, op. cit., 343-58. See also Fulmer, "Regression Methods
of Estimating Agricultural Income by Counties."
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rate would be expected to be positively correlated with the
level of agricultural income.

(3) .Thé difference between farm receipté péi hour and the hourly
wage rate, divided by the wage rate. This variable was chosen
on thé ground fhat it reflected costs other than for lgbér.

The third variable might have been replaced by the ratio of total receipts
to total labor costs, and eqﬁivalent regression results would have Been
obtained., Data for the farm wage rate was available for states and state
economic areas, but not for counties, and the wvalues for state economic
areas had to be used in estimating agricultural income by county.

There are difficultigs with gll of the explanatory variables speci- '

fied in Fulmer's model. If both sides of his equation are multiplied

by number of hours worked, the depéndent variable becomes total agricul-
tural income and the first independéntAvariable becomes the total return
to labor. Thus, Fulmer has regreésed farﬁ income againsi one of its
componénts, and in fact, Fulmer cites Gale Johnsop’s-estimate that
labor's sﬁare'of égricultuf&l income 1is about 60 per cent. Hénce, ve
should expect substantial upward'bia; in estimatés of F and RZ.' Howevef,
spurilous corgelation may be largely offset by measurement error in this
independent vgriable.f Evén though agriculture is a competitive indﬁstng
it i1s characterized by significant-occupationai immobility on the part
_;of farm operators. Hence, the wage rate for farm labor will not accurately
.reflect the marginal'prdductiVity of i;bor vhich farm operators supply;

Perhaps the most serlous difficulty with this variable is the lack of
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. .theoretical grounds . for believing, as does Fulmer, that wage rates are
associated positively with rates of returﬁvté factors other than labor,
so that the farm wage rate may be expected ﬁo explain part of area

~differences in income attributabie to these factors. In equilibrium,
the marginal productivity of labor (and of capital) will be equal in
all‘areas,'whilg differences in agriculiural income persist as a result
of differences in the return to land. And, short of equilibrium, no
systematic associatioﬁ bétween,rates of returns to different factois
can be inferred.-1

The difficulty with Fulmer's'second‘independent variaﬂle, the ratio

.of wage rates in the following year to the current year, is a statistical

one, Because year to year variation was small, thé variable was not
statistically éignificant at the 5 per geﬁt level in thgéé out of four
regressions estimated by Fulmer. (The equation was estimated for four
regioné; ﬁhe Northeaste;n stétes, the South, the Corn Belt, and the

West.) Finally, there is Fulmer's third independént variable, which is
equivalent to the ratio of farm receipts to labor costs. Thié variable
is probably a poqr‘indiéatorAqf non-labor reﬁurns to agriculture because
it will be large either whén returns to farm .resources, including
entrepreneﬁrship,,are lafge; or when high expenditures for intermediate

goods must be covered. The relations between labor costs and expenditures

flEdwardfF.<Denison, "Comment (ou-Fulmer'S paper)," in Conference on
Research in Income and Wealth, Studies in Income and Wealth, XXI,

op. cit., 366,




. 363~64.
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for intermediate goods differs widely for different types of farming;
fof example, expenditures for intermediate goods are relatively higher
for livestock farming than for crop farming.l
Fuimer compared the estimates of agricultural income obtained from
his.model using data for four sets of states with the U. S. Department
of Commerce estimates sf agricultﬁral income.~ The mean discrepaﬁcies
ranged from 3.3 per cent for Corn Belt states to 4.8 per cent for the
Northeast. By other critéria, however, the results of the regressions
with state data were less favorable.” The regression for the West was
not significant at the 5 per cent level, The coefficients of all,staﬁis-
ticallj'significant variables were positive, Howeve?, the mégnitudes of
the coefficients were such that, since the wage rate appeared in the
denominator of_two,indepéndent variables, an increase in the wage rate
couid lead to a decrease in predicted agricultural income.2 This result
appeafs to contradict the basic theoretical assUmption‘of Fulmer's ﬁodei.
Although the attempts by Thomﬁson and Fulmer to develop a regression
approach to county income estimation must be regarded as unsuccessful, _
it might be thought that more satisfaétory regression models for .estimating
county income could be cpnstructed. Walter Isard, foerne,»haé recomﬁended

further work along these lines.3 However, the same models which ekplain

Ipobert H. Johnson, "Comment (on Fulmer's paper)," in Conference on
Research in Income and Wealth, Studies in Income and Wealth, XXI, op. cit.,

21bid., 362.

3Walter Isard;'Methods'of‘Regional Analysis (Cambridge: MIT Press,
1960), 89.
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interstate variations in income may not satisfactoriiy explain inter-
couﬁty variatiohswin.income{‘ In particular, the rural-urban dichotomy
is much mofe important for variations in income among counﬁies than
among states. Even where the same nodel appliés,'étructural differences
in the economies of the states used to obtain estimates of.the regression
éoefficients may be great enoggh to limit the usefulness of these
coefficients for measuring the income of a particular state.

In the preceding discussioﬁ the allocagioﬁ method emerges as the
nost promising of the approaches to county income estimation through a
',process‘of elimination, rather than through a demohstfation of its’
effectiveness. Nevertheless, the allocation approach has a number of
merits. Perhaps the most important of these are (1) the income estimates
can be based on exis;ing sources of primary data, thﬁs avoi&ing the high
costs of survey mthods, although limited purpose surveys and special -
tabulations of data may be undertaken and incorporated; (2) the allocation
approach, unlike‘survey methods, may be used to derive a set of
historical pérsonal income accounts for a county; (3) the allocation
épproach can provide a £air émount-éf detail on the,componenté of
county p;rsonal inéome; and (4) the allocation approach is very
flexible in terms of its ability to utilize the varying arrays of primary

data that exist for different states and for different years.
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2, A Comparison of Existing County- Income
Estimates for Iowa

In addition to the early work by Bowen and the income statistics

in the'CensuS'of'Population,’a number of other estimates have been made
'of income in Iowa counties., Three firms publish estimates of personal
income or disposable income annually‘for‘all counties in the United
vStates--Sales Ménageméht Magazine (disposable income),l Editor and |

: Publishér (personal incoms),2 and Standard Rate and Data, Inc. (disposable
income).3 A private research orgaﬁization, the National Planning Associa-
tion,4 has published personal income estimates for the counties of a
number of midwestern states including Iowa fo: the_years_1950vand 1960.
Other estiﬁates have been made at the Bureau of BuSinessjand Economic
Research at ths Uﬁiversity of Iswa. Robert Johnson estimated petsonal

inconme for 1939 and“l947,5“and Conrad Stucky estimated petsonal income

1Survey of Buying Power, Supplement to -Sales Management. The Magazine
of Marketing (New York: Sales Management, annual).

2Editor and Publiaher Market Guide (New York. Editor and Publisher.
Company, annual).

3Identical estimates in Spot Television Rates and Data, Newspaper
Rates and Data, and Spot Radio Rates and Data (Skokie, Illinois:
Standard Rate- and Data Service, amnnual).

4National Planning Association, Economic Base Study, Upper Mississippi_
: River Basin Service Area, Technical Report No. 2, Personal Income
Estimates by County for Minnesota, Wisconsin, Iowa,_Illinois, and Missouri
“'and by Selected Counties of South Dakota and Indiana, 1950 and 1960, for
U. S. Army Engineer Division, North Central (Washington: Natioral
Planning Association, 1965). , o

SRobert H. Johnson, An Analysis of Iowa Income Payments by Counties
(Studies in Business and Economics No. 1; Iowa City: Bureau of Business
and Economic Research, State University of Iowa, 1950).
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annually for the period 1950-1962.1 Stucky revised and updated farm
income estimates that had been made by Ethel Vatter.2

These estimates represent a variety of éstimation methods and
techniqués. The estimates-ofithe Nétional Planning Association aﬁd»gﬁe
- Bureau of Business and Economic Research‘are made using versions of the
allocation approach primérily wiﬁh establishment data, in tﬁe tradition

of Adamson and Copeland. The Sales Management estimates rely primarily

on projections of the income data in the Censﬁs of Population. Howevér,
other éou;ces are used to estimate non~cash components. Raw estimates
of personal ‘income are scaled to state control totals. Because of the.
firm's choice of June or July publication dates for county estimates for
- the prééeding year, Sales Management makes its own estimates of personal
income by state. The final step in the Sales Management procedure is |

to deduct an estimate of taxes to arrive at disposable income by county.3-

_ ;Bureau of Business and Economic Research, State Universitybof Iowa,
"Personal Income by Major Component Annually, 1950-1962." Unpublished.

2Ethel G. Vatter, "The Composition and Distribution of County Farm
Incomes, -1948-1957." Unpublished doctoral dissertation, Department of
Economics, State University of Iowa, 1962. :

3Althoug_h the Sales Management county income estimates are scaled
to state control totals, Miller (op. cit., p. 191) seems incorrect in
identifying the procedures used with the traditional allocation approach.
Miller cites the following passage (Survey of Buying Power, July, 1960,
p. 60): [A procedure is to] "segregate the state total into income
derived from farming, manufacturing, trade, property, etc. Then the farm
income would be distributed among all counties in accordance with the
number of farm operators and labor . . . and so on until the sum of the’
income earned by the components of the county labor force would be the
county income total." However, this passage occurs in the context of a °
discussion of estimation methods used previously, and-is followed by
the passage (p. 60): '"These techniques were employed because prior to
1950 there had never been . . . a Census of Income to provide benchmarks
as a base from which annual projections could be made."
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The other two firms publishing annuél county income estimates do not
provide an outline of their me;hods.

Thus, for the.years 1959 and 1960, five different estimates of
Iowa income by couﬁty‘are available, and a compariscn of these estimates

could provide a guide to the precision with which income by county is

“currently known. Comparisons are reported below of the five estimates

for 1960, to which the Census of'Population estimates for 1959 have been

added. The results of these comparisons are related to a similar analysis

by Herman Miller. Further comparison of methods of estimation is deferred
to the next chapter.

The choice of a measure for comparing county income estimates is
worth considering carefully. Our interest is in the extent of agreement
among the estimates in terms of the county distribution of a state's

personal income. One measure of agreement, the coefficient of correlationm,

will be higher the more alike are the two series, but because this

ﬁeasure of association is a function of squared quantities, it is not
readily interp:eted as an index of reliability. For this purpdse, an
index based on absolute differences in estimated income should be |
preferred. A second consideration isAthat we should not be concerned if
one estimate of couﬁty'personal incomé leads to a different estiméte 6f"_

state personal income than another, since this discrepancy can be removed

by a final allocation step which forces both county diétributions‘fo the

same state total. Hence the index of reliability should be independent

of the estimates of state personal income underlying or implied by the

county estimates. Finally, the index of reliability should be independent
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of thetsize distribution of the counties .being compared. Instead, the
index should reflect the extent of agreement of the estimates "on the
average." o

A measure which satisfies these criteria is the sum of the absolute

values of differences in county shares for two estimates. This measure

will be called an index of dissimilarity. The index is given by the

formula
¢'= : Xy _ Y,
X, Y ’
o j

where X and Y are two income estimates, and the subscripts i and j run
over counties. If n is the number of counties and S is any measure of

state income, then multiplication and division of ¢ by S/n gives

1 S S_
ST T Y T |
¢ = j j ‘o
s
n

The terms xiE%T and YIE%_ are the county income estimates scaled to a
particular_sta%e control total, say the Department of Commerce pérsonal
income estimate. The index ¢ is thus the ratio of the mean ébséiute
difference in the (Scaled) county income estimates to S/n, which is mean
county income. - _

It is easily seen that the indexlof dissiﬁilarity satisfies the
criteria'for a measure of reliability suggestéd ébové. Because eéch
county value is deflated by the corresponding state total, the index

measures only differences in the estimated county distribution of income
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and not differences in the estimated total. Since ¢ has; in effect, the
denominator S/n, the index prdvides a measure of average relliability over
counties. Moreover, use of the index involves no implicit assumptidn that
one of the estimates is the correct one, relative to which the discrep-
ancies in the estimates are to be measufed. Because the index of
dissimilarity is based on absolute differences, it has a naturalbinterpre-
tation aé a measure of reliability. If ¢ % .1, then, after adjustment

for differences in the state estimate, the absoiuté differences between
the two county eétimates will average 10 per cent of average county income,

Table 1 presents the indices of dissimilarity for the five 1960

Iowa‘county income estimates aand the 1955 Census of Population estimate..
No adjustﬁents were made on the data for variétions in the definition

of income; The Sales Management estimates for 1960 are ﬁrojections from
the 1950 Census, since the 1959 data were not available at the time of
their preparation. The table indicates average differences in the iﬁcomg
estimates of from 6 per cent to 15 per cent. At least some of the

lower valués oflindex reflect similarities of method, since the National
Planﬁing Association--Bureau of Epohomic.Research pairing and the
comparisons involving‘cbmmercial estimates account for all of the
indicated average discrepancies of 6 or 7 per cent. Several high values
associated with:the Ediﬁor Aﬁd Publishér estimate;.suggest that.these

E estimétes_may be espeqiallvaeak. Perhaps the‘moét meanipgful compafisonsl

are those. between the NPA and Bureau allocation method estimates and the

Census of Population data: The indicated average discrepancies are

8 and 10 per cent, and because of differences in income definition and
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TABLE 1
DISSIMILARITY INDICES FOR IOWA COUNTY

INCOME ESTIMATES, 1959-1960

cP®  NPA BBER  SM EP

National Plénning Assn. (1960) .08
" Bureau of Business and o . "
Economic Research (1960) . W10 .07
Sales Management (1960) .09 <11 .10
Editor and Publisher (1960) W13 .15 .14 .06

Standard Rate and Data (1960) .10 11 Jd1 .06 .07

3Census of Population (1959).

in»yea:, this range probably should be takgn as an upper bound on the

' uncertainty_associatéd with estimates of Iowa county income in the
1959-1960 period. But it should be noted that ﬁhe éverage discrepancy
for the NPA-Bureau estimates, vhiqh agree in'income definition and year,
is not very much lower. | |

The results may be compared with Herman Miller's analysis of 1959

1

countj income estimates.” Miller's comparisons were restricted to Census

and Sales Management data, but covered all 48 states. A somewhat

different income concept was used: ‘monetary disposablé income received

1Mi11er;'og;‘cit., pp. 190-197. For the underlying data see Herman
P. Miller, Comparison of 1960 Census Aggregates with Independent Estimates
by State and County (New York: Advertising Research Foundation, 1964).
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Sales Management in.addition to the more inclusive estimates of disposable

income. Monetary income. reported in the Census of Population was adjusted

by Miller to exclude taxes and income not received by households, and a
further adjustment was made for under-reporting. Thus two county income
series were obtained that corresponded closely in definition. Miller
found that for 28 per cemt of all céunties, &ifferences in the two
estimates were less than 5 per cent. In about a third of all counties,
the series differed by more than 15 per cent. Counties which were SMSA's
were found to have smaller discrepancies, on the average, but in abouﬁ

a fourth.of these cases, the discrevancies were greater than 10 per cent.
In Iowa, 61 of the 99 counties:had discrepancies in the.two series of

10 per cent or more.

- These findings are consistent with the appraisal of county income
esﬁiﬁates suggested by Table 1. The level of uncertainty is much large:
than tﬁosé associated with the national and state income estimates, and
would be rega;dedlby economists as not very satisfactory for mény types-
‘of economic analysis. The comparative unfeliability of coghty income
estimates may provide an explaﬁation of the small amouht of published
' émpirical work which utilizes such estimates, in spite of the strong
' upsurge of interest in reglonal economic analysis in the last decade.
Nevertheless, the -level of uncertainty is not so great as to suggest

that the‘pdssiﬁility.of good county income estimates is hopeless.

-
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3. .The Need for Analytical Methods in
County Income Estimation

If the allocation method is adopted as the basic approach to county
income eétimation, the question arises as to how this method may be
refined and supplemented in such a way that the reliability qf ;he
resulting estimates is improved. A difficulty in the evaluation of
alternative income estimation procedures is that since true income is
unknown, there.is no empirical standard against which the results of
- alternative procedurces may be judged. The chéice of proceduresvrests
‘almost entirely on theoretical considerafiqns. Nevertheless, economic
and statistical theory can contribute significantly to resolving the
problems of county income estimation, once these problems have been
identified.‘_fhis section introduces the probleﬁs that will be the concern
of the remainder of the sﬁudy. ‘

The need for analytical methods in estimating income by county is
a consequence of a number of important shortcomings in county data. It
must be recognized that, in fhis éoutext, theory is a highly imperfect
- substitute for a larger and more appropriate array of primary data.
It is unlikely, however, that improvements in éounfy primary data will
resuit in the near future in data systems comparable to those which now
exist at the s?ate level. Thus it_is neceésary to consider the most
serious shortcomings of thevpresent data, andvthe extent to which they
can be ameliorated tﬁfoﬁgh nethods derived by.fheoieﬁical analysis. |

The most fundamental contrast for county income estimation between

data availability at the county and at the state and national levels
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is the simple facﬁ.that many of the.series.that form the basis of the
state and national income estimates are not ﬁabulated by county. As

a result, the correéponding components of personal income are not measured
as éatisfactoril&, and less direct measures_of thesé income components
must be adopted. It should be the role of economic analysis,.in this
situation, to suggest which of several éounty series, or perhaps what
combination of series, proﬁides the most satisfactor& basis for estima-
tion of a particular income component. Clearly the more indirect the
measures that one must resort tb, the greater the burden that is‘placed

on the economic arguments for their use,

The introddgtion of explicit economic arguments is crucial if
progress is to be made in the estimation of these more difficult
componenté of personal income. A substantial portion of the present
study will be devoted to detailed economic evaluation of the available
county series. Neverﬁheless, the smaller number of series.tabulated by
county suggests only the need to refine the allocation method, not.to
modify it. Attention still centers on "choosing the allocators." The
same is not true of other_méjor shortcomings of the county data, which

.require that the allocation approach be supplemented or modified. |
Adjuétments on the data may be needed to strengthen their focus on the
magnitude being estimated in severalvrespects: :with regard to the year

- for which estimates are to bé prépared,.the particular component'of'income

which the data aré being used to measure, or the county to wﬁich they
refer. In addition, methods need to be found for supplying.occasional

missing values in series which are otherwise satisfactory.
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The first two pfoblems in strengthening the focus éf the data—-bﬁ
the yeaf of estimate and on the componént 6fvincomé--éré somewhat
interrelated. It often happens that the most appropriate and reliable
data for estimating a component.of personal income are évailable'qnly
at infrequent intervals, but that an economic relation can be specified
between that series and other series which are observed more frequently.
Hence, although there are two "ponventional" resolutions of this dilemma--—
usé of the less relevant contemporary data or use of the more relevant
buﬁ more distant data~-the possibility of exploiting the economic
.relationship among thé variables suggests itself. This possibility
leads to an interest iq statistical‘methods for the interpolation of
- series with the aid of related series, or in other words, to an interest
in the construction of economic models in which the variable explained
(predicted) is the-preferred_measﬁre of a component of personal income and
the exogenous variables are variables which are observed more frequently.

Although classical linear regression models might'be used to generate
predicted (interpolated) values of the preferred measure of income, one.
assumption of such models, in particular, would éeem to make‘fhém
generaliy inappropriate for this purpose. 'The suspect assumption is that
residuals in the regression relation for a given county are distributed
»indepeﬁdently over-éime. Except in casesiwheie this a;sﬁmpﬁion holds, i
the use of related data for interp-lation in county‘income estimation‘
requires methods of estimétioﬁ;and p:ediction for a.more general model in
which (1) observations exist for successive cross sections, (2) disturbances

associated with a single cross section are uncorrelated, and (3) the
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“disturbances associated with a given county are autocorrelated over tine.

" The properties of several models with .these specifications will be

analyzed in detail, and applications will be indicated to the estimation
of farm income and wages and salaries. The values predicted by these
models are recoimmended as allocators for the corresponding components of
personal income.

With regard to improving the focus of the data on the county, the

most impottant problem to be overcome is that series which measure

~ components of personal income are often‘reported in terms of the county

iﬁ which income is earned rather thaﬁ the county in which it is received.
Some of the cases in which_this proBlem is mdstvsérious, inciuding the
estimation of wages and salaries and of the incomes of non-farm business
proprietors, are linked directly or indirectly to intercounty commuting

between places of residence and employment. In these cases economic

theory is able to contribute to the development of procedures for the

required adjustment of the data by providing an analysis of commuting..
Most of the evidence on intercounty Eoﬁmuting is.indiréét;Aand it
tﬁerefore appears necessary to rely on a verj’simple model with strong
economic assumptions. In the model explored below, the érincipall
_assumption is that, takingbthé spatial distributions of employment and
residence as given; tﬁe labor marketloperates in such a Véy tﬁat the
total costs of commuting are minimized.

The assUmption'of minimél commuting costs givén the disﬁributioh of
locations is a necessary condition for the efficient allocation of

economic rescurces in space, subject to possible constraints imposed by
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other factors in the location preferences of households and firms. It
will be argued below that, in addition, low commuting‘costs are an
attribute of economic equilibrium. However, the extent to which the .
ninimum cost éomﬁuting pattérn is approximated by the actual pattern
_depends, in part, on the levels of geographic and industrial disaggregaf
tion in terms of which two commuting patterns are compared.- Computer
simulation of ieast cost intercounty commuting patterns for a number of
major industries for the census years 1950 and 1960 is permitted by the
existing data. A complete model of intercounty commuting may be'“'
spgciﬁied as’an éxaﬁple of the transportation problem of 1inéar
programming, and several transportation.algorithms are available for its
' solution, Estimates §f wages and éalaries, and of other components of
personal income, may be redistributed from county whefe éarned to county
where received in‘acéordance with the estimated amocunts of commuting.

| A final problem is that of missing values in a series for particular
counties. Often ad hoc methods must be adoptéd. However,.when related
iﬁfofmation is available in a systematic way, it is soﬁetimes possible

to dévelop a more sophisticated method for dealing with a class of |
missing valﬁe ﬁfoblems of paiticular importance._ In county income estima?
tion the most important missing value‘probléms arise in fhe'counﬁy wage
and salar§ data pubiished by thé U. S. Bureau of the\Cénsﬁs. These
miséing‘values result from tﬁe ﬁeed td avoid disclosgre of information oﬁ
. the opefationé of.individual firms. Hencé,~wag¢ and saiary data:are‘with-
hel& for an industry and county when the number of firms in_a particular

industry and county is small, or when one firm is sufficiently large
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relative to the others to dominate the county-industry . statistics.
Related data, which are always presented in two Census Bureau publica-

tions, County Business Patterns and the Census of Manufacturers, are the

county distributions of firﬁs by industry and employment size class. By
obtaining estimates of the averége size of firms in each class, these
data can be used to obtain an estimate of employment, which can be used
in turn to obtéin an estimate of wages and salaries. In our consideration
of this problem, it will be shown that the estimation of average employ~
ment of firms in eaéh size class is greatly facilitated if one assﬁmes
that the size of firms in any industry has a lognormal distrib@tidn.
The results of this discussion will apply, of course, to any problem in
whlch class means are needed’for grouped data drawn from a lognormal
population. |

In fﬁe following chapters thése problems are discussed in turn.. The
choice of measures of personal income which can be used as alloéators is
discussed in the next chapter. Since'most prévious work on county income
estimation has céntered on this problem, the chaptér pfesenfs-a critical
survey~§f recent efforts, in addition to a more complete'analysis of the
'altefnatives.t Chapter Three develops a statistical model for the inter;
polation of mixed time-series cross-section data. Chapter Four covers.
‘thgltwo remaining topics, a linear programming model for situs adjﬁstment
and the use of phe lognormal distrigution in supplying missing values in
4 employﬁgnﬁhdaﬁa. It‘will be seen, in the second chapter, that consider-
able improvement over current practice can be made in the choice of

allocators for a large number of components of personal income. When this



improved collection of data is used in a way that incorporates the
developments in statistical methodology of the concluding chapters,

the outlook appears good for reliablelestimates of personal income by

county.
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CHAPTER TWO
ALLOCATION METHODS FOR COUNTY INCOME COMPONENTS

In Chapter One we concluded that, while the allocation method
provides the most satisfactory approach to county income estimation,
the choice of variables used in making the allocations needs to be
Féexamined. The present chapter makes the first comprehensive survey
oflpossible county income allocators since Copeland's monograph of 1952
and goes cénsiderably beyond_ that study in appraising the ecomomic
relevance and reliability of the various d#ta; For concreteness, the
diséussion will focus on the problem of choosing allocators that
could be used to construct a set of personal income accounts for the
éounties of Iowa. Data sources to be surveyed are those covering the
pgriog 1947 through 1965. The allocators selected for Iéwa will be
compared wigh‘the choices made in a number of county income studies
published in the last few yearé.

Our survey.and evaluation of the data availablé for county income
.estimaéion.will ceﬂfer on four sets of-questioﬁs: (1)\What allocators
are available for each component of personal inéome, and which
- allocators are best? (2) At what points does the allocation method
need to be supplemented by other methods? (3) For what years and at
what level of detail could good county income estimates be madeé and'
(4) To whét extent do fhe answers we have given to these qﬁestions

differ from those that have been given in previous county income studies?

42
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The number of codnty income studies that have provided a detailed
statement of methodology is now sufficiently great that not all
variations of the allocation method can be considered. In describing
current estimation~proceduras, the present chapter will review the
procedures of some studies in detail and cite others when they take
a notewofthy alternative approach to a problem. Discussion of other
studies must be omitted entirely. Of the seven studies that will be
cited-frequently, five appeared during 1965 and'1966; These very
recent studies include four which developed county incoﬁé estimates
farvsiugle states--Arkansas,l Kansas,2 Pennsylvania,3 and 0k1ahoma4--
and a study of the National Planning Association5 that developed county
income estimates for a number of states in the Midweat. The two other

studies that will be cited frequently are earlier efforts which derived

. 1y, a. Heffelfinger, County Income Estimation Methods--1965
(Fayetteville: Bureau of Business and Economic Research, University
of Arkansas, 1965). In the remainder of the chapter, single state
county income studies will be identified by state.

Zparwin Daicoff, Kansas County Income: 1950-1964 (Topeka:
Office of Economic Analysis, State of Kansas, 1966). The methodology
employed is described on pages 39-58. o

3Commonwealth of Pennsylvania, Department of Internal Affairs,
Pennsylvania's Personal Income by County: Selected Years 1929-1963,
(Report No. IP-1; Harrisburg, 1965), pp. 84-94,

4W. Nelson Peach Richard W. Poole, and James D. Tarver, Countz
Building Block Data for Regional Analysis: Oklahoma (Stillwater:
Research Foundation, Oklahoma State University, 1965), pp. 4-11.

SNational Planning Association, op. ecit., pp. 1-20.
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county income estimates for K.entucky1 and Illinois.2 These seven
studies, it is believed, present a fair.cross section of recent work.
Other studies which might have been substituted would not have added
to or detracted greatly from their overall quality.

Each'majér component of persoﬁal income ié itself composed of a
number of smaller components, and oneASf the problems in county income
estimation is to determine the level of disaggregation for allocation
purposes that is feasible and worthwhile. The present chapter
recommends specific allocation procedures for more than eigﬁty
components of personal income. This level of disaggregation is less
* fine than the 260 compoaent breakdown used in estimating personal
income by state, but it is about the average level of detail used in
the more careful estimates of income by COunty{‘ In order to gulde the
reader through this array of income components and the cdnélusions
reached for thelr estimation, a set of summary tables has been
prepared. The one or more tables for~each category of personal
income provide a list of the compoﬁents-intb which incomé category
should be subdivided, the allocators selected as Best for each

component, and the source of each allocator. Separate tables summarize

. lyohn L. Johnson, Income in Kentdcky: 'County‘Distributions by
Amount, by Type, and by Size (Lexington: University of Kentucky Press,
1955), pp. 130-143, S ,

25cott Keyes, Felix C. Rodgers, and Wallace E. Reed, Personal
Income in Illinois Counties: 1950, 1954, 1956, 1958, 1959 (Urbana:’
Bureau of Community Planning, University of Illinois, 1962),
pp. 3-7 and 34-40.
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the frgquencies with which data from the various sources are available.'
It is convenient in the tables to indicate sources of data by mnemonic
symbols. A key to the symbols is provided for future reference in Table 2.
| The preparation of reliable estimates of personal income by county
.réquires a‘finer degree of income de;ail for states than is providedAby
the published estimates of the Department of Commerce. State level detail
is needed to serve as control totals-fdr coﬁnty allocators. Some
additional detéil for the farm sector is published for the farm sector
by the Department of Agriculture.1 State level estimates of many of the
compbnents of personal income to be discussed, however, exist only in
the records of the'IEpartments of Commerce aﬁd Agripulturé; County
incbmé estimation has benefited greatly from the willingness of these
departments to méke detailed estimates of’state personal income
estimates available to qualified investigators.

The major components of personal income will be discussed in an
order corrésﬁonding to the importance of their current contribution to
personél'ihcome fbf tﬁe United.Staﬁes. 'Hence,jconsidered in turn arevthe
estimation of wages and salaries, broperty income, prpprieto:s’ incone,
.transfer payments, othér labor incdme, and bersonal contributions to
social insurance funds. Sepatate.sections afé devoted to tﬁe estimation
of incomes of férm and non-farm proprietors. It should be borne in mind
tha£~the impofténce of'these components of personal income Qaries from

one state to another,’énd-in'particular,‘from county to county.

lﬁ S. Department of Agriculture, Ecdnomic Research Service, Farm
Income State Estimates 1949-1965, A Supplement to the Farm Income
Situation (August, 1966).




CA
CBP

CG

o

cp

CR

cs

Cw

DD

FRB .

HEW

IBL

ICLR

IDA

IDH
IDSW
IESC
1STC

JCRN

MHLD

TABLE 2.

KEY TO SYMBOLS USED TO DENOTE SOURCES OF DATA

: 1
Source

Iowa State Bar Association

U. S. Census of Agriculture

County Business Patterns

U.

S.

LCensus of Governments

U.

S.

Census of Manufacturing

U.

s.

Census of Population

S.

Census of Retail Trade

S.

S.

Census of Selected Services

Census of Wholesale Trade

S.

Department of Defense

Board of Governors, Federal Reserve System

u.

S.

Departmént of Health, Education, and Welfare

Iowa Bureau of Labor

Iowa

Towa

Towa

f[owa

Iowa

Jowa

érop and Livestock Reporting Service
Department of Agriculture

Department of Health

Départment of Social Welfare
Employment Sécurity Commission

State Tax Commission

Joint Committee on Reduction of Non-essential
Federal Expenditures, U. S. Congress

Martindale~Hubbell Law Directory

46
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Table 2 (continued)

Symbo1l .Source1
SBSI Salary Book: State-of Towa
SCB Survey of Current Business
TD T U. S. Treasury Department
TSC - Iowa Taxation Study Commlttee, Iowa Legislature
IUSDA U. S. Department of Agriculture
VA Veterans Administration

1Complete citations of sources are provided in the text.

A final séction‘of the chapter draws together fhe findings bn the
frequéncy of-observation of the many series and the quality of the
estimates of income.components that can be made. The implicétions are
considered for the frequency and detail for which meaningful county

personal income accounts can be prepared.

1. WVages and Saiéries
Wage and salary disbursements make up by far the largest share of
personal income. In 1965, for example, they contributed 66.8 per cent

of U. S. personal income and 52.4 per cent of the income of Iowa.l

Angeate Personal Income, 1948-65, " Survey of Current Business, 46
'(August 1966), 14-15. .
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Fortunately, the county data sources for wages and salaries ére
relatively-Satisfactoty. Most industries aré covered by at least one
source, and for some industries two or three sources exist. Employment
nust be relied ﬁponAwhere wagé data are not available. To a large
extent, wage and salary estimates for the private and government
sectors must be based on different sources of data. For this reason,

the problems of income estimation for the two sectors will be discussed

in turn.

"Private‘Sec;or Wages and Salariles

There are three major sources of county wage énd salary data for
industries in the private sector. The U. S. Bureau of the Census
publishes wage and salary data by county for the calendar year in_ its
ﬁeriodic industrial censuses. A second source>of wage‘and‘salary data

is provided by County Businegs Patterns, another Bureau of the Census

publication. These data are tabulated from taxéble payrolls reported
by firms under the old-age and survivors' insurance program (OASI).
The third major source derives from state unemployment security
prograﬁs (U1), under which covered firms report payrollé to state

emp loyment secuiity agencies. County data from this source are
usually not published, but special tabulations have been made in many:
states in cénnéction with efforts to estimate county,éersonal income.
‘In ﬁarticular, tabulations have.been‘made for all states for_tﬁe year

1962 in connection with the current area income estimation project of
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the U. S. Department 6f.Commerce.l Each of these sources reborts wages
‘and salarieé by county of work, so that the data require situs |
adjustment. Another common feature is that the sources are each

based on information which firms are required to report by law. The
legal basis of the underlying records is an important contributor to

. their reliability.

There is some variation zmong the sources in the breadth of

industrial coverage, with the 0ASI (County Business Patterns) data most

complete aﬁ& the industrial censuses most selective. The industries
covered by the various industrial censuses are farming, mining, manu-
facturing, wholesale trade, retail trade, and selgcted serﬁices.
Coverage of services excludes, in particular, domestic and professional
and related services. Within these industry groups, only the Census

of Selected Services provides additional industrial.detail.  The

published 0ASI data also cover mining, manufacturing, wholesale tradé;
retail trade, and services, but farming is not covered. Broader
‘covérage of services is provided wﬁich includes most employment in
professional and related services but excludes domestic workers. Prior
to 1959; employment in religious, charitable, educational, and other
non-profit. organizations for which coverégé by social security is
elective Qés not fgported; althoﬁgh by that date coverage exéended to

most employees in these categories.2 In addition, thé.OASI data cover

1See page 2, footnote 1,

2U. S. Bureau of the Céhsus, County Business Patterns, 1959,
"'U, 'S, Summary, p. vii.
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contract construction, transp@rtation and public utilities.(except
railroads), and agricultural and related estéblishments other than
farms (agricultural services, foréstry, and fisheries). Industriél
detail is provided within these categories~ depending on the size of
the county, but because it is not presented systematically, only the
nine majbr industrial categories may be used for county income |
estimation. Industrial coverage in the\UI data is similar to that

of County Business Patterns,'except that goverage has not been

extended to non-profit organizations with elective OASI coverage.
Employment security (UI) data are the dominant choice of recent
couﬁty income studies for the estimation of wages and salaries in
'coveréd industries,»and most rely on this source entirely.1 The
employment security data have three -important advantages over both -
‘the OASI wage data and those of the industrial censuses. First, only

the UI data can be obtained annually. - County Business Patterns has

appeared irregularly since 1946 at one- to three-year intervals, while
_ the industrial censuses have'appeared at five-year intervals on the

average. Moreover, the Census of Agriculture reports data for a

different set of years than do the other industrial censuses.

Second, since employment security data are obtained from special

lA single example of a etudy relying primarily on OASI data is
that of the National Planning Asseciation, although the Oklahoma study
used OASI data for small counties. None of the studies examined used
the Census of Manufacturing, the Census of Wholesale Trade, or the
"‘Census of Retail Trade. Both the Census of Wholesale Trade and the
" Census of Retail Trade as well as the Census of Selected Services
are contained in the Census of Business.
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tabulations, there are no meaningful restrictions on the level of
industrial disaggregation.that can be obtaiﬁed. The annual avail-
ability and greater industrial detail of the employment security data
have important implications for the design of a set of personal inéqme
accounts for counties. These properties affect the form and frequency
of the estimates that can be derived, énd they allow the data limita-
tions which exist in connection with other categories of income'to
play‘a greater role in determining the years for which income estimates
are constructed. Einally, because the UL datg are taken from special
tabulations,_they are not necessafily subject to the disclosure
problems that plague the use of published data for small counties.

The employment security data have two further advantages over the
OASI ﬁagé data, although tﬁeée advantages .are shared by the industrial

census data. TFirst, County Business Patterns reports wages and

saldries for the first quarter of a year only, while the employment
security data can be tabulated for all four quarters. Second,

County Business Patterns reports only payrolls taxable under social

security; while total payrolls of covered firms are reported under
the employment security progrgm. The second consideration is less
serlous thanvthe first. The criterion for taxable payrolls has been
modified several times in the postwar period. 'Originally, the first.
. $3,000 of an em§10yee'5'earnings were subjécu to tax. It ha$ been |
estimated that in the first quarter éf 1951, when the first $3,600

of an employee's earnings were taxable, 97.5 per cent of earnings in
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- covered industries were taxable aﬁd.reported.l For the years 1959

through 1965, County Business Patterns reported earnings up to the

first $4,800 so that only the first quarter earnings of employees
whose annual salaries exceeded $19,200 were underreported.

| In spite of these advantages, employment secﬁrity data appear to
be less suitable for county income estimation than the leading |
alternatives, at least for some states. A minor disadvantage of
employment security data is that, for 1959 and later years, special
and less satisfactory sources must continue to be used for the
eétimation of wages and salaries paid by ﬁon—profit organizations,
The two major disadvantages of embloyment security data are.that

(1) in some stages, small firms are excluded from éoverage, and

(2) in some states, firms are not required to report payrolls by
A establishment. A consequence of the second point is that it becomes
.difficult or impossible to assign to counties the payrolls of firms
with establishments in more than one county. The law also allows
firms to report OASI taxable payrolls by firm rather than establish-

ment, ~ However, in connection with the phblication of Cdunty Business

" Patterns, generally successful assignments to counties have been made

as a result of intensive efforts to obtain voluntary reporting by

ly,s. Bureau: of the-Census, County Business Patterns, 1951,
U.S. Suimary, p. vi. S
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establishment, special sﬁrveys of multi-establishment firms, and:
recﬁnciliation with the industrial censu_sés.1
Pripr to 1956, covérage of firms with fewer than eight employees

was at the option of the individual states,2

and in 1951, for example,
only 13 states provided coverage of firms with one or more employees.3
Since l956lcoverage has been optional for firms with fewer than four
employees, but by 1965 the number of-stétes providing coverage of

firms with one employee had increased only to 19.% Some evidence on the

importance of firms with fewer than four employees may be obtained from

fhe 1964 edition of County Business‘Patterns, which presents a.two-way
c1a§sification of employment--by industry and by size of establishment-~-
for states.andvfot the nation. For the United States,vempioyment in
covered establishments with one to three employees was 7.1 per cent of -
total covered employment; in Iowa, establishmeﬁts in this size class
accounted for.ll.l per cent of total ;overed employment, In retail trade,
“the share of employmen; contributed.by establishments with fewer than four
employees was 17.5 per cent for the United States and 17.6 per cent for

Iowa.5 Even more significaﬁt for county income estimation were the

1Strictly, County Business Patterns covers not establishments but
“"reporting units,” where a reporting unit is defined as all the establish-
ments of a firm within a single county. However for simplicity of exposi-~
tion, the term establishment will be used for reporting unit in the text.

o 2Charles I. Schottland, The Social Security Program in the
‘United States (New York: Appleton-Century-Crofts, 1963) p. 83.

3Céunty BusinesstPatterns,_1951, U. S. Summary, p. xiii.

4County Business Patterns, 1965, U. S, Summary, p. xii,

5County Business Patterns, 1964, U. S. Summary, p. 19, and
" 'Towa, p. 1l.
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much larger shares of employment contributed by small firms in some
counties.

Employment security data for Iowa are.reported by fiim rather
than by establishment, and firms with fewer than four employees.are
excluded. The disastrous tgsults from the standpoint of county
income estimation are indicate& in Table 3, which presents some
relevant comparisons of OASI and UL data for the first quarter of
1962, The first two columns of the table show, in six industry
detéil, the shares of payrollé covered by OASI and UI programs that
could not be allocated to Iowa counties. . B

- Unallocable OASI-covered payrolls were less than 4 per cent of

the state total in all iﬁdustries; and averaged only 1.67 per ceﬁt.

By contrast, unallocable Ul-covered payrollé were almost 28 per cent
of the total in transportation and public utilities, almost 16 per cent
of the total in whoiesale and retail trade, and averaged 11.76_per cent
for all industries. The final column of the table shows allogable
émployment security payroils as.a.per'cent of allocable OASIVpayrolls.
The superiority of the bASI data is indicated‘by the fact that in all
six industries, allocable UI-covered payrolls were smaller than
OASIécovered payrolls. ’Oniy in the case of manufacturing was the
discgepancy within 5 par'cent, while the relative rates of coﬁeragé
ranged down to 72 per cent‘for-trgnsportation and public utilities'and-
toyless than 50‘per cent for serVices.: Hence, in Towa, employment

security data do not providé a satisfactory basis for county income

estimation.
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TABLE 3

COMPARISON OF OASI- AND UI-COVERED PAYROLL
DATA FOR IOWA, FIRST QUARTER, 1962

0ASI-Covered UI-Covered _Allocable UI~-
Payrolls Not Payrolls Not Covered as
Allocable to Allocable to Per Cent of Allocable
Counties as Per Counties as Per OASI~-Covered
Cent of Total Cent of Total Payrolls
Construction 3.92 - 7.32 : 92.0
" Manufacturing 0.08 : 9,14 95.3
Transportation
and public _
Wholesale and ~
retail trade 3.63 15,75 80.8
Finance,
insurance, and
real estate 2.60 v 4.28 " 88.5
Services 0.73 ~0.98 | 47.7
Total? 1.67 11.76 83.8

3Includes agriculture and mining, not shown separately.

Source: Derived from County Business Patterns, 1962, and
unpublished data provided by the Iowa Employment
Security Commission.
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The high cost of making spécial tabulations is.yet another
 disadvantage of reliance on employment security data, gspecially for
the earlier postwar years before employment security records were
automafed. Two recent county income studies which relied on_emploﬁ-
- ment security data, Illinois and Pennsylvania, used tabulations for the
first quartef,rathér than the full year; apparenﬁly cost considera-
tions.led to giving up one of the most imbortant’advantages of UL over
OASI data, The choice of UI data may reflect a fallure to appreciate
the weaknesses as well as the advantages of data from this source as
compared to the OASI and industrial census data. The problem of
missing cbservations for smalllcounties in OASI data, however, has
also been a Significant obstacle to the choice of this soﬁrce.
fhe seriousness pf the missing valué problem is suggested by
examples from the Iowa data for 1948 and 1962. If we restrict our
attention to the basic nine industry classification system used by

County Business Patterns, the Iowa volume has 891 CQunty-industry cells

for reporting wages and salaries. Of thesg, 69 cells were empty in
both the 1948 and 1962 editions, giving a frequency for non—reporting
of 7.6 per cent. These summary statistics somewhat overstate the
ﬁroblem, since most of the missing values occur for two small
industries—-mining and agricultural services, forestry, and fisheries.

However, missing values have occurred in the Iowa County Business

Patterns data for all.nine industries. A preference for OASI data

over UL data must be qualified by the condition that the missing value
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proﬁlem is resolvéd'satisfactorily. A satisfactory solution to this
problem isbparticularly important for the selection of»OASI data if
the wage and salary eétimates are to be.édjuSted to a pléce of‘work.
basis. When portions of wage and salafy payments are assigned to
neighboring counties, unknowns multiply quickly.

A middle ground in-the choice of data sources for county wage and
salary estimates is available when employment securitj reporting is by
establishment and extends at least to firms with four or more éﬁplpyees:
the employment security data might be retained and supplemented by
independeﬁt estimates of payrolls of small firms; This approach has
been.used in making the Iliinoié county income estimates and was used
by the Department of Commerce in making personal income estimates for
a group of multicounty areas in the Middle Atlantic States.l The
Department of Commer;e secured special tabulations of OASI first-
quafter wage data for small fifms.‘ These were converted to annual
esﬁimates and added to the employment security wage data. In Illinoié,
estimates of the number of employees in small firms were made based cn
the number of establishments with 1 to 3 employees, and fo: years prior
tq 1956; on the number of establishments with 4 to 7 employees,

reported in County Business Patterns.A It was assumed that average

earnings per employee were the same for small firms as for firms
covered by employment security. Assuming high quality for the county

employment security data, the Commerce procedufeamust be given the

highest marks for reliability of the alternatives for wage and salary

1Grahaxn,‘ op. cit.
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estimation that we have considered. It is not clear that the Illinois
. procedure would result in significantly better wage and salary
estimates than the much less laborious course of relying on County

Business Patterns alone.

If employment security data are not used, then the optimal means

of utilizing the remaining sources, County Business Patterns and the

industrial censuses, must be considered., For industries covered by
both sources, the censuses have the advantages of feporting by
establishment and for the fulllyear, but the§ have the disadvantaéé of
infrequent appearance. The qualify of wage and salary estimates in
two important sectors, manufacturing and retail and wholesale trade,
might be significantly improved if the information provided by the two.
sources could be combined. An interpoiation procedure would be
required‘that could use OASI data to adjust~census data, the preferred
source, to other years. Allocators obtained by such a procedure would
be superior to allocators obtained by simple arithmétic interpolation
and extrapolation of industrial census data. Aside from the missing
vaiue problen, designing an interpdlation procedure is the most |
‘important problem that must be recgolved in using the industriai census
and OASI data for the estimation'of county wages and salaries. A
similar interéolaﬁion procedure_to that suggested for manufactufiﬁg
ahd wholesale and retail‘trade might also be used fof mining. However,
in mahy stdtes, ipcluding Iowa, nining contribhtes.so small a share of
personal income that the extra work of combining two sources ié not

justified,
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The remaining choices between OASI and industrial cemsus data

are straight forward."COuntﬁ'BusineSS'Patterns rather than the

“"Census ‘of Selected Services must be used for wage data for the service

industries, since only the former covers wages and salaries in
professional and related services. For industries covered by only

one of these data sources, that source must be used. The industries

involved are farming (Census of Agriculture) and agricultural services,
contract construction, and tramsportation and public utilities except

railroads (County Business Patterns).

We have yet to consider estimation of wages and salaries in the
iﬁdustries not covered by these sourées—-railroads, domestiC'servicés,
and prior to 1959, uncovered non-profit organizations. Wages and
salaries‘earned by railroad and domestié service workers must be
allocated to counties on the basis of employment, as reported in the
1950 and 1960>égnsuses of popuiation; In most county income studies,
intercoﬁnty differenées in earnings are faken into account by weighting
eﬁployment by the avérage earnings‘of employees in other industries. |

Average earnings per employee in industries covered by County Business

Patterns may be used in place of the more common measure, average
earnings in Ul-covered industries.

_ A difficulty in allocating wages and salaries of non-profit
organizations is that both covered and noq—cévered enterprises occur
in.severai of'the‘industries for which staté'control tﬁtals have been

provided by the Department of Commerce. Thus, for example, medical
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services includes a component, non-profit private hospifals,ﬂwhiéh is

" not.covered by UL data or by OASI prior to 1959. On the other hand,
Ul an& 0ASI coverage has extended from the beginning to some non-profit
membership organizations,andveducational services. Thus, an attempt

to derive allocators for these industries using OASI or Ul data in
combination with data from other sources would result iﬁ double counting
of employment in some industries and underrepresentation of workers in
others., The National Plamming Associatioﬁ and Pennsylvania studies
avolded this problem by taking a rather different approach to the-
‘allocation of service industry wages and salaries. Earnings in all
professional and related services were allocated according té industry
employment as given by the.censuses of population, while priﬁary

reliance was placed on the Census of Selected Services (National

Planning Association) or UI data (Pennsylvania) in allocating wages
and salaries in other service industries. This approach, however,
fails to utilize the existing'data on Qages and salaries from
ﬁrofessional and related services.

A preferred prbcedure would appear to be the following. Since
the non~-profit privately-owned hospitals_in a state are a relatively
small number of establishments, it is not difficult to tabulate their

'payrolis by county. Payrolls by hospital are reported in guide issues

of Hospitals: Journal of the American Hospital -Association for the
years 1947 dnward, although estimates of some missing values have to

be made on the basis of size (number of beds). This payroll figure
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may be added to County Business Patterns figure for service payrolls

(multiplied by four t6 obtain annual estimates) to obtain an allocator
for all service wages and salaries except private education and non-

profit membership organizations. Private education may be allocated

on the basis of Census of Population_employment data. Since average
earnings in private education depend primarily on whether the county
con:ains a private four-year college, the usual procedure of weighting
'.emplbyment by the average county wage does not seem appropriate. For
‘non-profit membership organizations, the most appropriate employment

figure provided by the Census of Population refers to professional

services except education and medical. The average county wage may
be used to weight'this allocator. ' )

This treatment of wages and saiaries from professional services
employmentvseems more satisfactory than other methods. The Illinois
and Kentucky couﬁty income studies gave careful attention to the
hospital and educationvcomponents, but otherwise this treatment of
wages and salaries from professional services employment seems more
satisfactory than other methbds that havé been sugggsted{ Both
I1llinois and Kentucky éabulatéd hospital payrolls by cognty. Illinois
~ allocated private education on the basis of emplo}ment weightéd by
assumed earnings differentials at different’tybes of institutioms,
while the Kentugkybstud§'relied on number of teachers in pfivate
elementary and secondary schools and a tabulation of payrolls in private

colleges. However, in treating non-profit membership organizations, one
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study (Illinois) used wages and salaries in the UI covered portion and
the other (Kentucky) used the number of memberé of feligious organiza-
"~ tions in 1936. Arkansas and Oklahoma allocated all service wages aﬁd
salaries on the basis of the portion covered by employment security.
Table 4 gummarizes this analysis by showing the preferred
allocator for each industrial component of private sector wages and
salaries. For thi; category of personal inéome, none of the preferred

allocators rely on data which are peculiar to Iowa.

Government Sector Wages and Salaries

The principal components of government sector wages and salaries
are those of federal civilian, military, state, and local governuent
employees. Data for the allqcatidn 6f wages and salaries originating
in the gévernment séctor are much less plentiful than for the private
sector, and the methods used, especially for state and local govermnment,
will depend oﬁ what data are available in a particular state. In the
absence of suitable published data, a number of county income studies
‘ have made spécial tabulations of payrolls-or employmeht. The most
important sources of data and methods of estimation that héve.been used
in earlief studies will be considéred for the major components of the
government sector. Then some alternative allocators fpr Iowa
estimates will be compared using regression analysis.

Since 1957; emplo&ment security ptograﬁé'have'covgred federal
civilian employees, and UIX data provide the only source for wages and

salaries by county for this sector. Because many federal government
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TABLE 4

ALLOCATORS FOR PRIVATE SECTOR WAGES AND SALARIES

"Income Component

Farming

Agricultural services,
forestry, and fisheries
Mining

Contract construction

Manufacturing

Wholesale and retail trade

Finance, insurance, and
real estate

Transportation and public
utilities, except raillroads

Railroads

Services ex¢ept domestic

Domestic services

1

Allocator and'Sourcesl

Annual cash wages paid to farm.
labor (CA)

First quarter industry payrolls (CBP)

First quarter industry payrolls (CB))
First quarter industry payrolls (CBP)
Annual industry payrolls (CH)

Annual industry payrolls (CW), (CR)

First quarter industry payrolls (CBP)
First quarter industry payrolls (CBP)

Number of employees (CP) weighted by
average earnings per employee in
OASI-covered industries (CBP)

First quarter industry payrolls (CBP)2
Number of employees (CP) weighted by

average earnings per employee in
OASI-covered industries (CBP)

See Table 2 for key to symbols for source.

25¢e text for procedufes for use prior to 1959,
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departments have émployees in more than one county, the allocation of
reported payrolls to counties bresents a difficulty similar-toftﬁat
encountered in the use of UI data in the private sector. Only
Oklahoma, of the county income studies examined, used this source.
The alloéator used in almost all county income studies is federal
civilian employment, a seriés reported by county of employment for
1950 and 1960 in a publication of a joint cémmittee of Congress.1
Tﬁe'Illinois county income étudy weighted employment as given in this
source by average earnings in UIlcovered industries.

Employment daté nust also serve'tq allocate the military compoﬁent
of government waées and salaries. Nuﬁber of military personnel by |

county of residende is reported'in the 1960 Census of Population and is

readily derived from the i950 Census as the difference betweéu total -and
civilian population. Some states have obtained unpublisﬁed data on
military strength by county‘(a place of work series) on an anﬁual basis
from the Department of Defense. Illinois disaggregated the military
combonent into wages and dependency allotménts.j Waégs were allocated
according to the number of military personnel, while dependency
allotments were allo;ated according to male population of military age.
This-diSaggrggafion, although.approp:iate, is probably not justified by

‘the size of the components involved.

, 1y, s. Congress, Joint Conmittee on Reduction of Nonessential
Federal Expenditures, Federal Civilian Fmployment by County,
‘December 31, 1960 (Washington: U.S. Government Printing Office, 1961);
and Federal Civilian Employment 1950 (Washington: U.S. Government
Printing Office, 1950).
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*No sources of data with national coverage provide either payrolls o%
employment by county for state government. County income studies have
used avnumﬁer of procedures for this componént. The Oklahoma and Kansas
studies relied on payroll data supplied by state government agencies, and
Illinois relied on a combination of tabulations of employment and payrolls
for various state agencies. The Kentucky study tabulated the number of
state employees by county to obtaln an allocator. A defect of the latter
choice is that employment does not reflect the higher earnings per worker
that would be expected in counties containing a state uni§ersity;

For local government, payroll data again exist in a federal

cepsus,‘the Census of Governments. Alghough this census is availlable

for only two postwar years, 1957 and 1962, and- unlike the other industrial
éensuses payrolls are reported only for the ceﬁsus month, the
infrequentvuse of this source in county income studies is surprising;

' The Kansas and Illiﬁois studies use the Census of Governments, with

Illinois relying also -on supplementary sources. lExamples of other
approaches are provided by fhe Kentucky and Oklaﬁoma county income'
st#dies, which are among those that diéaggregate the‘local government.
component into wages and salaries paid by school districts and by
counties and municipalities. Both studies allocated the former
according to salaries paid to teachers and school sﬁperintendentsi
Kentuéky estimated wages and salaries paid by municipal and county
governhents using a formula ba&ed46n city and couﬁty pdpulafiohé,
while Oklahoma tabulated wagés and salaries reported by counties and

municipalities to the state auditor,



66

.Other county income studies have used Iess disaggregation in
estimating government sector wages and salaries. The Pennsylvania
study allocated all the civilian component according to the number of
persons employed in public'administratién as reported in the censuses
of population, apparently overlooking the large number of government
employees engaged in education. Arkansas allocated all state and local
govérnment wages and salaries on the basis of the difference between
total government employﬁent and'féderal civilian employment. This
procedure is af;ractive_in that it avoids any special tabulations of
data, but it compounds emplbyment statistics by place of residence

(Census of Population) and place of work (Joint Committee). " The

Natjonal Planning Association also uses this difference for state and
local government, but weights- it according to average earning in local

" government, derived from the Census of Governments. Although the weighted

13

allocator is preferable, both overlook a consideration noted above, the
possibility of large earnings differentials in counties containing a
- state university.

Recent Iowa data on gerrnment sector wages and salaries include-
two special tabulations which may be used to supplement the published
statistics. Both tabulatiqns were prepared by the Bureau of Business
and Economic Research at'fhe University of Iowa.’ A tabulation by
county of‘adjusted gréss income of‘governﬁent employeés feported on
1963 state personal income tax returns was made from computer tapes

provided by the Iowa State Tax Commission. Before these data became

available, a laborious tabulation by desk calculator of wages and‘
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salaries of state government employees had been completed for the
fiscal .year 1962, using a étate source.1 Regressioﬁ analysis can be
used to.tést the goodness of fit, or consistehcy, of the various data
for the government sector. It can also be used to test the Illinois
hypothesis that federal government employment should be weighted by a
measure of the average'county wage.

To test the consistency of the data sources, adjusted gross
income of government employees in 1963, Y, was regressed against
measures of federal civilian, étate, and local government wages and
salariesf The measure for the federal civilian component, Xl’ was a
~ straight line extrapolation of 1950 and 1960 civilian employment to
1963. The result differed from the 1963 state total by only 0.16
per cent.2 The staie government.measure, XZ’ was tabulated fiscal
1962 wages and salaries, and the local government.ﬁeasure,'x3, was

payrolls for October, 1962, taken from the Census of Governments. The

latter variable was converted to an annual basis by multiplying by 12,
The regression model was thus

Y f-b;xl + b2X2 + b3x3 + u{
where u was a disturbance term. The constant was specified equal to zero
because its interpretétion would have been ambiguous. An independent

variable measuring earnings of military personnel was not included,

;State of Iowa, State Salary Book (Des Moines, annual).

2Obtained from U. S. Civil Service Commission, Annual Report
(Washington: U. S. Government Printing Office, 1963).
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since ehese were not included in the dependent variable. No situs
adjustment was attempted on variables Xl and X3, which are measured by
place ef work, since the information necessary for such adjustment was
not available. However, beeause‘of the 1arge amount of federal
employment in Rock Isiand, I1linois, the observation for the adjacent
Iowa county, Scott, was deleted. This left 98 observations.

In addition to the value of R%, interest attaches to the
correspondence between actual and theoretical values of the
coefficients. If we neglect the effect of income from sources other
than wages and salaries included in Y, these are easily deduced. The
coefficien; b1 is the average earnings per worker in federal employ-
ment, which in Iowa ip 1963 was $7,225.1 The coefficients-b2 and b,y
should be approximately one, since wages are regressed_against wages,
The regression results obtained showed a close fit (R2 = 0.996),2
the coefficients differed substantially from their expeeted values. The
estimated relaf:ion, tdgetﬁer with standard errors for the coefficients, was

f = 5472X, + 0,7977X, + 1,092X

1 2 ) 3
(291.8) - (0.01420) (0.02255)

Irhe Department of Commerce estimate of federal civilian wages and
salaries was divided by federal civilian employment. The August, 1964
Survey of Current Businegss was used for the former, since subsequent
revisions include a situs adjustment,

-ZWhen the intercept constant is suppressed, R2 is still defined in
the usual way, that is, as one minus the ratio of the mean square residual
to the variance of the dependent variable. However, R“ no longer
corresponds to the percentage of variation explained and must be
considered simply as an index of the goodness of fit. This index
will not exceed one, but it may be less than zero if omitting the

’1ntercept is a serious specification error.
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The coefficients for the federal and state go&ernment components are
definitely toé low, while the coefficient of the local government
variéble is somewhat too high. Because the residuals show some
Heteroscedasticity, the low standard errors are not sufficient in
themselves to rule out the possibility of multi-collinearity as the
source of the discrepancies. However, similar results, reported below,
were obtained when the heteroscedasticity was removed by deflating the
‘observations by population.-

Further aﬁélysis suggests other possible sources of discrepancy
in the coefficients, but these are not always in the direction
observed. All three coefficients should bé,higher because of
taxable income received other than wages and salaries. The coefficients
of state government and local government wages and saiaries should be
higher to the extent that employment and average earnings increased
between‘1962 and 1963, although in fact they differ from their expected’
valueé in opposite §irections. In a more subtle way, the absence of a
situs:adjustment could contribute jointly to the obsérved 6ver— |
estimation of the coefficient for local government and underestimation
of the coefficient for federsl government. While federal government
employment tends to be concentrated in the largest population centers,
1ocal'goverhment employmeht is more‘nearly proportional to_pépnlatioﬁ.

- Hence, intercounty‘commuting by federal employees woﬁld lead to a
geogréphic distributionvof.residence of thesé enployees (and heﬁée of
their reported income for tax purposes) which somewhat rgsembled“the

geographic distribution of local government employment. Intercounty
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.commuting of local goverﬁment employees would be less predominately
away from the major employment.centers. Thus‘thg high coefficient
~ for local government would reflect,.spurioﬁsly, the earnings of
federal employees residing outside their county qf work.

A more mundane and probably more important source of discrepancy
in the coefficients is revealed by compéfison of the number of tax
fethrns classified as government and an independent estimate of
government employment. There were 100,783 Towa tax returns in 1963

classified as from public employees.1

Full-time employment in state
and local government (October, 1962) plus federal civilian empioyment.
(June, 1963) was 103,313, a difference of 2.5 per cent. But in
addition there were in October,.1962, 25,310 part-time state and
local government empldyees in Towa. Clearly, large numbers of
government employees eithér did not file returns or were classified
in other industfies and occupations. The largest share of these
emplpyees may have been parf time. Under fhese conditions, deviations
in the estimated-coefficients from theif expected values is not
surprising.

In spite of the shortcomings and discrepancies whiéh have been
note&, the close fit obtained from regression remains impressive, and

it is not clear that either the income tax data or the payroll and

-employment data can be discarded»aé the less reliable. The tax data,

1Iowa State Tax Commission, Income Tax Division, Annual Statistical
" 'Report for the Fiscal Year Ended June 30, 1964, (Des Moines 1964), p. 1.
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however, does not allow separate estimates of the federal and the state
and 1ocal‘government sectors, and this consideration leads to a
preference for the payroll and employment allocators.

The remaining question is whether federal employment should be
weighted by a county series for average earnings. Although federal
pay scales are set by Congress,'it is plausible thét earnings per
employee would reflect local differentials, since higher paid
administrati&e personnel are concentrated in the larger, and.ﬁigher—wage,
' employmént centers. To éest this hypdthesis, it is necessary only to
compare the income-employment-payroll regreséioﬁs obtained with and
without weighting. Because the heteroscedastic residuals were obtained
frcﬁ the previous regression, a valid comparison requires that all
" cbservations be deflated by an'appropriately chosen variable. It was
found that the heteroscedasticity was removed when the observations
were deflated by population;l‘ The variable, X4, used to weighf féderal
civilian employment for earnings differentials, was the ratio of average

earnings of employees covered in the 1962 edition of County Business

Patterﬁ5~tq the county average of this variable. Hence, X4 was defined

lgstimates of county civilian population in 1963 were prepared
which adjusted estimates published by a state agency for consistency
with the estimate for Iowa published by the U. S. Bureau of the Census.
Data were taken from Iowa Department of Health, Vital Statistics
(Des Moines, annual), and U. S. Bureau of the Census, Current
‘Population Reports (Series P-25; Washington: U, S. Government Printing
Office, 1964 and 1965), and the Census of Population: 1960. The -
discrepancies result from a higher estimate by the Bureau of the Census
of the outmigration rate for Iowa since 1960.




to have a mean of one, The regression results, without and with
weighting were

Y* = 4010x{ + 0.8351X% + 1.008%*
- (383.2) (0.0230§ (0.02260)

(®% = 0.943)

and Tk = 3953%,Xy  + 0.8330X, + 1.012x;
(347.7) . (0.2240) (0.2105)°

(8% = 0.948)

where asterisks denote deflated variables. It should be noted that

when observations are deflated, the interpretation given above of the
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coefficient of the first independent variable no longer strictly holds.

Nevertheless,‘the greater discrepancies in all three coefficients from

their expected valve when X1

only half a percentage point in Rz, indicates that there is little

basis for weighting Xl if this variable is used as an allocator for

federal civilian wages and salaries.

Table 5 presents the preferred allocators for lIowa government
sector wages and salaries.‘ The difficult data problems for the state
and local government components in the earlier years are resolved by
additional tabulations of state government sélaries and by the use of

tvo unpublished tabulations of local govermnment wages and salaries by

the Iowa Employment Security Commission.

is veighted, together with an increase of
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TABLE 5

ALLOCATORS FOR GOVERNMENT SECTOR WAGES AND SALARIES

" "Income Component Allocator‘and'SOurce1
Federal civilian government’ Number of federal civilian employees
- (ICRY)
Federal military . Number of military personnel (CP),
(DD)
State government - Fiscal year payrolls (SBSI)
Local government ‘ Census month payrolls (CG) or

first quarter payrolls (IESEY

1gee Table 2 for kéy to symbols for source.

2, Property Income

’Turning from wage gnd salary income to property income, we move
from the area in which county data are most plentiful to one of those
for which they are least satisfactdry. Property income, the second
largest category of personal income, made up 14.3 per cent of U. S.
personal income in 1965, and 15,2 per cent of personal income in Iowa;
The major components of property iﬁcome are imputed rent on owner-
occupied non-farm dwellings, monetary rent on non?fafm dwelliungs and
commercial propérty, rent on. farm pfopérty receivgd by non-farm
landlords, dividénds, mbnetary interest, and imputed interest.
Royalties are so small a component of personal income that they are

properly neglected in county income studies, and monetary and imputed
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rent on farm property received by farm landlords is considered. to .be ,
part of farm proprietors' income, according to Departmeﬁt of Agriculture
and Departﬁent of Commerce definitions,

There is little agreement among the various county income studies
as to the choice of allogators-for property income. Several county
income studies have used a single allocator. The Oklahoma study
allocated all property income in proportion to deposits at Federal
Reserve member banks, a procedure that does not seem adequate in vieﬁ
. of the importance of this categbfy of income, A different approach was
followed in making couﬁty income estimates for Virginial and in early
estimates‘of county income in Iowa.2 Both studies assumed that
property income was concentrated among persons with relatively high
incomes, and consequently, they chose allocators reflecting the size
distribution of income derived from state personal income tax returns.
In Virginia, the allocator wasAtHe proportion of all income reported by
persons with incomes of $7,000 or over. The Iowa study used the
proportion of all tax feceipts paid‘by peréons whose tax payment was

$100 or more, and corresponded to a roughly equivalent level of income.

lJohn Littlepage Lancaster, Personal Income Estimates for Virginia
“"Counties and Cities (Charlottesville: Bureau of Population and Economic
Research, University of Virginia, 1963), p. 20.

2Robert H. Johnson, An Analysis of Iowa Income Payments by

" Counties (Studies in Business and Economics, New Series No. 1; Iowa
City: Bureau of Business and Economic Research, State UniVersity of
Iowa, 1950), p. 46. -
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Cross section data for .states were used in.the Virginia study to support
the §7,000 c:iterion.' fhe correlation between thg amount of income
received by .persons with incomes over $7,006'and the amount of income
from investments reported on federal incémé tax returns by persons
above that income level was fouhd to be 0,.9939. While there is little
doubt that an economic réla?ion exists between these variables; the
very highvcorrelation is partly spurious, since no account was taken
of differences in size among states,

In evaluating the size distribution of income as an indicator of
property income, avreievant conside;ation is that some componénfs

)appear to be more closely'assdciatédbwith differences in income size

than do others,' Statistics of Jncome reports dividends and iﬁterest
‘reported on federal personal income t;g returns by income size class
annualiy for the United States.l In 1959; for example, returns showing
adjusted gross income over $10,000 acéounted for 76.2 per cent of
dividends after exclusions and 43.1 per cent of reported inﬁérest.
Neyertheless, the lower figure indicates a sﬁbstantial degree of
concentration, since returns over $10;000 were only 7.9 per‘cenﬁ of

the total., It is thé absence of corresponding evidence for other
components of ﬁroperty income, and the importance of this income

category, which~Suggests that property income should be estimated by

1U. S. Treasury Department, Internal Revenue Service, Statistics
" 'of Income: Individual Income Tax Returns (Washington: U. S. Government
Printing Office, annual).




76

In the discussion that follows, we shall first consider the
estimation of rental. income, and then the esﬁimation of income from
inteéest and dividends. The conclusions which emerge from this
discussion are a preferred set of allocators for the components of

property income., These are shown in Table 6.

Rental Income

As notgd above, the rental income of persons consists of three
components: imputed:rent on owner-océupied non-farm dwellings,
monetary rent on nqn—farm dwellings and'commercial propert&, and rent
"on farm property received by non-farm landlords. Although there is
considerable variety among county income studies in the method of
treating rental income, most studies begin- from one of two types of
data. One indicator of réntal income is the assessed value of real. ‘
property, which may be obtained from state tax commissions."For many
states, county estimates of the ratio of assessed to market value of
real.pfoberty afe also available, so that, by dividing one series by the
other, an estimate‘of the market Qalue of real property can be obtained.
Kansés uses the markét value of real property to allocate all real and

imputed rental income. An alternative source of data is the U. S. Census

. 'of Housing, which has appeared for 1950 and 1960. Users of tﬁis source
usually treat monetary rent and imputed rent separately, and

1 Pénnsylvania‘provides an example of ihe proéedures folléwed. 'Impufed
rent on owner-occupied non-farm dwellings is allocated according to

the number of owner-occupied non~farm dwellings, weighted by median
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TABLE 6

ALLOCATORS FOR PROPERTY INCOME

‘Income Component ) Allocator and Source1

Monetary and imputed rent on non~ Assessed value of non~farm residential
farm residential property property (ISTC) divided by the ratio
: of assessed to market value of urban
residential property (ISTC)2

Monetary rent on commercial Number of establishments with 1-3

property employees (CBP)
Rent on farm property received Cash receipts from farm marketings (CA)
by non-farm landlords weighted by the ratio of estimated

net acres rented by garmers to acres
in farms (CA), (IDA)

Dividends : Weighted sum: Number of tax returns
by income size class (ISTC) times
share of dividend income reported by

income size class, for the U, S. (TD)4

Monetary interest Weighted sum: number of tax returns
by income size class (ISTC) times
share of interest income reported by
income size class, for the U. S. (TD)

Imputed interest - Demand defosits at federal reserve

member banks except government and
interbank (FRB)

1see Table 2 for key to symbols for source.

2For 1952-54 the assessment ratjos for all urban property are
reported (TSC) rather than residential.

Net acres rented in 1954 may be derived from (CA) and extrapolated
by acres rented (IDA) for other years.

“Number of families by income size class (CP) provides another
measure of the size distribution of income by county.
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value;.monetary rent is allocated according to the number of renter-
occupied non-fafm dwelling units, weightéd by.median gross rent. |
A third source of data on reﬁtal‘income, tabulations from state
.personal income téx returns, provides'the nost desirable allocator for
the monetary component, but this source has been developed only in
Kentucky.1

The treatment of the rent component pf personal income in county
income studies seems in most cases to reflect misunderstanding of the
definition of this income component and/or insufficient awareness of
the relativé magnitudes of itsfconstituentiparfé.z In 1950, for
example, approximately one-fifth of the rental income of persons in
the United States was rent on business and industrial property, and

" about one-eighth was rent on farm property.3 In the Pennsylvania

1Johh L. Johnson, Income in Kentucky: County Distributions by
Amount, by Type, and by Size (Lexington: University of Kentucky
Press, 1955).

2A portion of the definitional misunderstanding, having to do with
the treatment of monetary rent on farm property received by other farmers,
'may have arisen from a reading of the summary definition of the rental .
income of persons given in Natiocnal Income, 1954 Edition, A Supplement
to the Survey of Current Business. On page 59 it is stated that the
rental income of persons includes ‘the monetary earnings of persons
from the rental income of real property, except those of persons primarily
. engaged in the real estate business." The coverage of monetary rental
income is further qualified on page 91, however, with the statemént:
“In conformity with the Department of Agriculture treatment, all farm
net rents received by or imputaed to lJandlorxds living on farms are
regarded as incident to the business of farming, and hence are included
in national income under the heading of net income of unincorporated (farm)
" business rather than under the heading of rental income of persons.

3y, s. Department of Commexrce, National Income, 1954 Edition,
~ A Supplement, page 86.
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procedure, both of thesé.components are allocated according to an

- estimate of monetary rent 6n non-farm'dwelliﬁg units paid by consumefs,
and'it seems unlikely that rent paid omn residential property wbuld be a
good indicator of rents.receiQed from>other types of real property. In
the Kansas procedure; on the other hapd, too little wéight is giveﬁ to
rental income from residential propertf.i Since the Kansas allocator

is an estimate éf the total value of all real estate, it should be

' roughly proportional té all monetary and imputed rent. However, most
monetéry and imputed rent on business éﬁd industrial property is
received by corporations, and most monetary and imputed rent on farm
property is received by farmers. The share of the rental value of
nen~farm residential property going to corporations and unincerporated -
real estate firms is much smaller.

The inadequacy of tﬁe treatment of rental income extends to otﬁer
studies of county income. The National Planning Assoclation constructed
an allocator which was iﬁtended as a rough measure of monetary rental
income. This allocafor vas the sum of (1) écres of land rented by farm

- operators, weighted by average cash rent per acre, and (2) the nuﬁber
of rented farm and non-famm dwelling units, weighted by median gross
rent on rented dwellings, Like the Kansas ﬁrocedure,vthis approach N
gives too much weight to the farm cbﬁpﬁnent of reptal income. In the
Illin&is stgdf, the allocator for imputed rent is an estimate of the
mean value of ownerwoécupied ﬁon—farm'dwellings multiplied by the number
of 1-4 unit residential structures. Since the latter series contains

rented as well as owner-occupied structures, the product of the two series
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is an inappropriate allocator for this component of income. Thié
‘confusion is compounded in the Illinois treatment of monetary rent,

since the allocator for fhe monetary component is the sum of three serieé;
one of which is, illogically, the estimated imputed rent on owner-occupied
non-farm dwellings obtained from‘the foregoing allocation procedure.

The estimation pfocedure adopted by Arkansas differs from those
in other states iﬂ that an attempt is made to‘compensate for the errors

.qf sing;e allocators by taking the average of two allocations, but the
same conceptual problems persist. The allocators, applied to all
rental income, are (1) the.numbeé of non-farm dwelling units, weighted
by the median gross rent on'renter~oc¢upied units,‘and (2) the assessed
value of all urban real property‘weighted by assessment ratios. Thé
farm component is not represenéed in the allocaﬁors, and one canndt
tell what weight has been»given to income from buéiness and industrial
?roperty. In addition, the reliability of the first allocator requires
that the ratio of the average rgntal value of owner-occupied dwellings
to av;rage rental value of xented dwellings-is the same iﬁ all cquﬁties.
If the size diStribution of incomé varies between couﬁties, there doeé
nof seem to be any economic reason why this should be so.

With this background regafding current practice, consideration may
now be giveﬁ to the selection of optimal allocation methods for the
cpmpénents of rental income.

'For-the éstimatioh of income from non-farm residential property,

two approaches appear to be acceptable: (1) allocation on the basis of
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the estimated value of residential property, not total property, based
on assessed values and ratios of assessed to market value, and

(2) allocation of imputed rent on the basis of Census of Housing data

on market value and allocation of monetary rent from estimates of rent
payments from the same source. Assessment to market value ratios are
available in Iowa only for an average of the years 1952-1954,1 and for

the years since 1962.2

By taking three-year averages of assessment
ratios for recent years, county statistics based on rather large
samp;es may be obtained. 1In terms éf the frequency of data required
to implement the two approaches directly, neither approach has the
advantage, since ten-year intervals separate obsérvations in each case. -
However, the assessed value of residential propérty in Iowa can be
obtained annually. If assessment ratios areAinterpolated; these values
can be appiied to current year values for assessed residential property.
This advantage in data availabiliﬁy leads to a preference for thé _
assessed value approach in estimating county incomes in Iowa.
No.satisfactory allocators exist for rental income from non-farm
business property. Estimates of the value of business property from
property tax sources are unsatisfactory because of the relative »

unreliability of assessment ratios for such bropert& and because only a

small portion of imputed and monetary rent on business property accrues

1Towa Tax Study Committee, Report of the Iowa Taxation Study
" Committee to the Governor and the General Assembly of Iowa, Part I,
Towa's Tax System~~A Factual Study (Des Moines, 1956), p. 94.

2Iowa State Tax Commission, Summary of Real Estate Assessment
" Ratio Study (Des Moines, annual).
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to individuals. It seems plauéible,,however, that most of the rental
income on business property received by individuals is paid by very small
firms. Hence, the allocator selected for this component of income is the
number of establishments with one to three employges,‘as reported in

‘County Business Patterns.

Another serious difficulty in the allocation of nonetary non-farm
rents is that state control -totals are not available wﬁich distinguish
‘renfs from residential property from those received from non-farm
businesses. Instead, the Department of Commerce estimates these
amounts jointly fromvrenﬁal income repérfed on tax returns. One
procedure, to distribute non-farm monetary rent equally between
residential and business property, is suggested by the.fact that for
the United States as a ﬁhole, these quantities were approximately
equal in l950; An alternative approach to this problem is to base
the'diséggregation of the state totél on a regression aualysis of
the data for rental income from residential property.

In states-in which data on assessed values aﬁd’assessment ratios
:exist for the census years pf 1950 or 1960, property tax and Census
of Housing data might be combined to estimate the total moﬁetary and
- imputed rent attributable to residential property. Rent arising from
_ non¥farm business property in the state can then'be.computed as a

vesidual. Conslder the regression model ufilizing county data

Y=5bX

1% +b

2X2 + u
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where .
| ng estimated market value-of residential property, from
property tax sources,
Xl = number of owner-occupied dwellings timgs

median value (Census of Housing)

Xy = number of renter-occupied dwelling units times

median gross rent (Census of Housing)-

The estimated coefficient Bl will be one except as it scales for
measurement error, but‘measurément error will be present, in particulér,
from the use of the median rather than the mean in constructing the
variables Xl and XZ' The coefficient 62 also scales for measurement
errdr, but itvmay be thought of as reflecting primarily the reciprocal
of the rate at which monetary rents are capitalized. Consider the sums

Zﬁle and zﬁzxz taken over counties. If monetary and imputed'renté

171

for imputed rent will equal the ratio of ZBZXZ to the state total for

monetary rent on dwellings. Since the former state total is known,

are capitalized at the same rate, the ratio of £h.X, to the state total

this eqhality can be usgd to obtain the latter,. and monetary rent on
: bﬁsiness property can be obtained és the difference between monetary
rent on dwellings and total monetary rent. Becaqsé of shortcomings

in .the Iowa data, however, the required regression analysis has: not

" been attempted. |

The remaining ‘component of.rental income is that arising from.'

fam property. Our earlier discussion noted one statistic, acres of
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land rented times average rent per acre, that could be used to allocate

the farm component of monetary rent. There are two difficulties with

_this statistic as an allocator. First, rent per acre as reported by

the Census of Agriculture may be a poor measure of rent per acre

actually paid, if only a small portion of agricultural rents are’

"determined by cash contracts. In Iowa in 1959, only 10.2 per cent

of the land rented by tenants was for cash, while for the remainder

. rents were specified by product shares or a share-cash formula; 25.3

per cent of all tenants paid rents determined entirely by livestock

shares. Second, the suggested statistic uses acres of land rented

rather than net acres of iand rented“from owners outside the
agricultural sector. It‘is nef acres rented by the farm sector that
is needed to estimate farm rents received by ﬁon—farm lapdlords.

The suggested allocator fof this component of income is farm
receipts per acre times net acres rented. The prevalence of cash-
share agreements makes it impossible to use separate allocators for

dand rented for cash and for share, and separate data on farm receipts

"~ are not available for rented farms., Hence, it is necessary to assume

that receipts per acre are the equal for owned and rented farms (or at
least that their. ratio is the same in all counties), and that contract

cash rents, the less important component of rent on farm property,

reflect cash receipts per acre. A difficulty in constructing this

allocator is that the data needed to obtain net acres rented by farmers

is reported only in the 1954 Census of Agriculture. To estimate this
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- value for other years, it is necessary to .multiply fotai acres rented
by the rétio of net to total acres in 1954, |

A éhortcoming of all the allocators associated with monetary rent
is that these variables reflect amounts of the rental income of persons
originating by couﬁty more accurately than they refleét rental income
received, In the absence of tax data, ﬁowever, there seems to be no

solution to this problem.

Interest and Dividends

The allocators that have been used in county income'studies to

. estimate interest and dividends, like those used fdr‘rental incomé,

seem largely unsatisfactory. Most studieé have treated interest and

: dividepds as a single iﬁcome category., I;linoié allocated dividends.

and interest accqrding to estimated rental income, obtained previously,
and Kansas and the National Planning Associationichose depocits at
federal reserve member Bénks as an allocaﬁor. Arkanséé averaged alloca~
 tions obtained from bank deposits and the sum of estimated wage and
salary and proprietor's income obtained previously. 'Pennsylvania, on
the other hand, made separate allocations for dividends, imputed intefest,
" and monetary interest originating in the private and govérnment éectors,
Allocators u;ilized were total bank deposits, bank time depoéits,
dividends reborted on 1934 federal income tax regﬁrns,_and savihgs-bénds
sold in selected years. kentqcky*made tabulations of diyidehds.and
monetary.intefest from state personal iﬁcome tax returns, by far the best

source for these components.
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In spite of the shortcomings df the available data, it would appear
th;t considerable improvement in’the estimation of this category of income
can be made. Separate allocations are needed for impufed interest,
monetary.interest, énd dividends. Imputed interest arises primarily
through tﬁe ownership by households of demand‘deposits, which pay no .
interest but yield income in kind in the forﬁ of banking services. Recent
changes in the definition of imputed interest have feduced the amounts.
coming from other sources.l Demand deposits at federal reserve member
banks suggests i1tself as én allocator. These data have been published,
except for‘minor variation, at two-year intervals during the postwar
period.2 This series has the serious shortcoming that it includes the
>deposits of firﬁs, although governmént and interbank deposits can be
exclu&ed. It also presents a situs problem, since deposits are
measured for the county in thch they are held, rather than thé county
of cwnership. It seems likely, however, that there is a close linkage
between where people bank and where thgy vork. Hence if.interpounty
'commuting paﬁternsvcan be established for‘the.redisfribution of employ=
Vment income to counties of residence, these commuting patterns could
~also be used to redistribute bank deposits'to counties of‘ownership.

Given that a situs adjustment~is made, no variable appears preferable

to bank deposi ts for the allocation of imputed interest.

1"The National Income and Product Accounts of the United States:
Revjqed Estimates, 1929-64," Survey of Current Business, 45 (August,
- 1965), pp. 7-12. '

2poard of Governors, Federal Reserve System, Distribution of Bank
‘Deposits by Counties and Standard Metropolitan Areas, (Washington:
Board of Governors of the Federal Reserve System, biennial).
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V_In the allocation of monetary interest and dividendé, it seems best
‘to return to the notion, discussed.at the beginning of this section,
that propérty income is highly correlated with differences in income size.
Although Qniy_national data exist for the amdunts of dividends and
interest received by income size class, separate tabulations have been
made from federal personal income returns annually beginning with 1951.
County data on the size distribution of income by family is provided'in
thé 1950 and 1960 censuses of population for the precéding years. The
value of the‘194§ data 1s limited because all incomes over $10,000 are
assigned to the same size classes. The 1959 data, however,‘recognizei
the size ciasses $10,000~$14,999, $15,000-$25,000, and over $25,000, 1In
Iowa, county size distributions of income can be obtained for a third
year, 1963, from tabulation of state personal income tax returns.

"The procedure of allocating all property income according to the
amount of income contributed by incomes above a critical size may Bei
refined by constructing counfy indices for dividends and monétary interest
which can be used as allocators. Each index would weight the share of
dividend or interest income receivéd‘nationally by persons in an income
size clasg by the number of persons in_tﬁat siée class in the county.
There are discrepancies between the two definitions of income’employed~
and fhe number of téx returns as opposed to the number of families, but
adjustments for these discrepancies are érobably not worfhwhile. Another
shortcoming of the iﬁdex approaéh is‘that‘fof the early postwar years
a hybrid "1950" index must be used which combines data for 1949 and 1951.
Nevertheless, dividends and interest indiées appear to provide'the

best measures of county distribution of these components of personal income.
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3., Income of Non-farm Proprietors

Income of non-farm proprietors, the third largest categéry 6f
personal income nationally, contributed 7.6 per cent Qf personal income
in the U. S. in 1965, and 9.6 per cent of the income of Iowa. This
cafegory of income includes the egrnings of self-employed professiongl
workers and of business proprietors. In most states the data for.
estimating the income of non-farm proprietors by county 1is very weak,
Data from 1963 state personal income tax returns are of great help in
estiméting this typé of income ianowa; In aadition tobproviding a basis
for allocating the major compomnents of non-farm proprietors' income to
counties in that year, the tax data can provide dependent variables
for regression analysis of the Qeterminants of non-farm proprietors'
incqﬁé. The regression results can then be used as a basis for forming
allocators for other years. Thus, a number of the allocators that
will be recommended in this sectioniare linear combinations of county
Qariables, where the weights are least-~-squares regression coefficients.

It will be convenient in this section to discuss professional
" income and business income separately, aﬁd iq each cése to precede
the regression analysis with a survey of thé allocation methods used

in other states.

" ‘Professional Income

Allocators which have served as a basis for éstimating professional
income include number of employees and self-employed workers in

professional services (Illinois); state personal income tax paid
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except farm returns (Oklahoma); and sales tax-collections‘(Kansas)._
Other studies h;ve used employment data which are Eetter focused than
I1linois' on the relevant groups of workers. The National Pianning’
Association éllocatof was the sum of non-federal physicians and

dentists,1 and self-employed professional workers other than medical.2

Arkansas used the average obtained from two allocations: (1) the

number of self-employed professional workers, and (2) the number of
OASI—covered establishments in five professional service industries,

obtained from z special tabulation. The Pennsylvania study made

_separate allocations based on the numbers of physicians, dentists,

and lawyers, allocating the remainder of professional income on the

basis of the estimated incomes of these groups. Kentucky followed a

similar procedure, but combined the remainder witﬁ business service
income for purposes of allocation.

The most appealing of these allocators is the first of the
Arkansas series, phe nunber of self-employed professional workers.

(The NPA allocator includes some physicians and dentists not in pribate

practice.) Nevertheless, this series has three important shortcomings.

1U. S. Department of Health, Education, and Welfare, Public Health
Service, Health Manpower Source Book, Section 10, Location of Manpower

in 8 Health' Occupations (Washington: U. S. Government Printing
Oiffice, 1965). (Source supplied. Reference given in National
Planning Association, op. cit., p. 20 is in error if the series named

‘are correct.)

2U.‘S.'Census of Population, 1960.
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First, the_emplo}ment deta do not reflect earning differentials among
counties, which are likely to be large for‘self—employed professionals;
Second, the aggregate employment series .does not take account of
earnings differentials among occupations, in particular, the higher
earnings of physicians., Third, this series is available only from

the 1960 Census of Population.

Income of professional workers as reported on 1963 Iowa state

income tax returns includes both employee and self-employment income,

and also inceme of professional wvorkers from other sources.
"Professional workers in government are excluded. In spite of the
shortcominge of this series, the Iowa tax neturns do provide a reference
point for ebaluating the influence of othef county variables on
professional income, and thus aesist in the estimation of the incone

of self-employed professional workere in other years. In constructing

a model for regression analysis, it is ueeful, from a theoretical
standpoint, to consider two dependent variables. 1, the income of
' professional employees; and Y2, the income of self-employed profe351onals.
‘Independent variables may be suggested to explain each of these variables,
although the equatien that can actually be estimated is the regression
of the sum of Yl and YZ against the full list of independent variables.
While the objective of unbiased estimetes-of the'regfeésion coefficients
in the equation for Y2 cannot be realized, the use of. regression coeffi-
ients from the aggregated equation to predict Y2 in years other than 1963 -

leads to an allocator which is probably superior to any of the alternatives.
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Interest attaches . .to the ability to predict variations in
professional income per capita. The view taken here is that population

is an "allocator of last resort," and that other allocators should be
'judged on the basis of the extent to which they improve upon population
as an allocator--that is, on the basis of percentage of variation in
income’per capic; vhich is explained. It is natural to attempt fo
explain the variable Yl/P, where P denotes population, on the basis of
wages and salarles paid to employees in professional service industries,
-also deflated by populétion. Denoting this variable by X/P, and as in

the government sector model of Section 1 omitting the intercept, we have

a homogeneous equation in one independent variable,
Y X
P P

Direct measurements of professional wages and salaries by county do not

- exist, but a proxy may be constructed as the difference between two

other variables. These variables are»(l) first quarter payrolls in

all service industries, as reported in County Business Patterns,

" scaled to the annual state total estimated by the Department of
Commerce, and (2) annual payrolls in business service industries; as

reported in thé Census of Selected Services, also scaled to the

correéponding state personal income total. Using 1962 data for the
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first variablel.but 1963 .state control totals, implicit‘vélues for
professional wages and salaries in Iowa countles were constructed.
Although the series contained one hegative value, this couﬁty was
not excluded in the regression analysis reported below since it was
found to have little effect on the results.

In the explanation of Y2/P, income of self-employed workers per
capita, it seems likely thAtﬁthe following variables would be relevant:
the a§erage earnings per emp}oyee in OASi industries, W, which serves
as a proxy for per capita income; and the numbers per thousand population
of physicians, H/P; dentists, D/P; and lawyers, L/P.2 Including a
constant term;_the proposed equation is

- Yq "H D ‘
T“bo+bz“’+b3§+b4§_+b5?+“2’

The sum of the two equations--the equation to be estimated--is thus

&N X, #b.Bap Dyp L
. P bo + blx + bzw t b3 B + b4 P + b5 P + u.

1For reasons of convenience, data from the 1962 edition of County
Business Patterns were used in all the regression results presented in
this section. An alternative would have been to use averages from the
1962 and 1964 editions, but it is believed that the findings would not
have been appreciably changed. The Census of ‘Selected Services data
and the population estimates were for 1963.

ZThe number of physicians in private practice in 1964 was taken from

.American Medical Association, Department of Survey Research, Distribution

" 'State, County, and Metropolitan Area, (Chicago: American Medical
Associlation, 1964). The number of non-federal dentists in 1962 was taken
from U.S. Department of Health, Education and Welfare, op. cit. The
number of lawyers in 1961 was tabulated from the Martindale-Hubbell Law
“‘Directory (Summit, New Jersey: Martindale-Hubbell, Inc., annual).
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It might be expected that multicollinearityiwould exist among the
numbers of}physicians,'dentists; and lawyefs ﬁér capita, so that not
all of these variables would contribute appreclably to explanation of
the dependent variable. 1In ﬁhe work to be reported here, the view is
adopted that for purposes of prediction, the model that should be chosen
is thé one that explains the greatest proportion of the variance in the
deﬁendeut variable, But if two models have equal explanatory power, thé
simpler model--i.e., the one with the smaller numbér of indepéndent
variables-~should be chosen. This position is essentially that taken by
Henri Theil.1

Observing that the residual variance from regression obtained by
least squares must be adjusted for degrees of freedom to obtain an
unbiased estimate of the disturbance variance, Theil has introduced
a corresponding adjustment in thé coefficient of determination.
Substitution of the adjusted for the unadjusted sample'varianée in R%
2

-2 .
leads to an identity for adjusted R, R :

a1 -1 (1-r2
R =1 - T (1-R9)

where n is the number of observations and k is the number of independent

-2
variables, including the vector of ones. Hence R , which (when the

lHenri Theil;'Eédnomic'ForecastSfand‘Policy; 2nd ed. revised.
(Amsterdam: North~Holland Publishing Company, 1961), pp. 205-215.
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of the true proportion of ﬁhe varia;cé explained by the equation,l is
always smaller éhan Rz, the sample proportion of variance explained,
Adding an additional variable to ‘an equation will always raise Rz,nbut

it will not necessarily raise Ez. If the addition of a variable does
| not réise iz, we shall prefer a version of the m;del in which that
variable is exc;uded. If the cause is in fact multicollinearity, then
no harm is done if the multicollinearity‘persisfs over time., This seems
at least as likely as does anofhgr assumptiori underlying our ;nalysis:
that the coefficients of the model are stable over time.

There is an alternative means of dealing with multicollinearity;

however, that needs.to be consideied, énd that is aggregation of the

independent variables. Theil has shown that if two independent

ltheil does not speak of R2 in this way. - His criterion, more

" exactly, is that regressors should be chosen which minimize the sample
variance (adjusted for degrees of freedom). Values of the dependent
variable are considered fixed for a particular sample, so that this
criterion is equivalent to choosing regressors which maximize R, If ﬁz

is to be considered as an estimate of the true proportion of the variance
-explained, one must evaluate

EEY) = E(1 - 259,
Yy Y.

“where §2 is the adjusted residual variance and y is the column vector of

_deviations of observed values of the dependent variable from their mean.

Both the numerator and denominator of the fraction ngZ/yl are stochastic,
Y y . :

and the estimator may be shown to be slightly biased. An upper bound on
the (absolute value of the) bias has been found to be .096/n, if the
disturbances are assumed to be normal and independently distributed.

. For the sample sizes of this section the bias is thus no more than ,001,

and we adopt R“ as an approximate measure of the proportion of the variance

- explained. See Carl F. Christ, Econometric Models and Methods (New York:
John Wiley and Soms, 1966), p. 510.
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variables are added togethér; the estimated coeffiéients of the revised
model will be unbiased if .it happensithat thé'trﬁe coefficiehts of the

combined variables are equal. In our model, a reasonable conjecture

is the coefficients for dentists and lawyers should be about thg same,

while‘the.coefficient_for physicians should be somewhat higﬁer.' Hence,
.if two variables are combined, they should be the number of lawyers

and dentists per thousand population. If equation (i) is the correct

- specification and if b4 = bS’ then the expected values of rZ and ﬁz.are
higher when (D + L)/P is inéluded;among the independent variables than
when D/P or L/P are included and the §thet is excluded. Hence, the

- running of this regression provideé a éheék on any decision to excludg
one of these variables.

One nore question must be considefed before procediﬁg to the results,
and this is the problem of outliers. A characteristic of the 1963 Iowa
'income tax data, which we shall meet again in our discussion of the
incomes of business proprietors, is that the series fo: adjusted gross
‘ incoﬁe of the various occupatibnal groups tend to have one or-moré
values much larger than the series mean when the sefies are expressed
on a pér caplita basis. This situation might be discussed from the
standpoint of possibié heteroscedasticity in the disturbances_of
equation (1). One alternative is that although the Qalue éf the
dependent variable is large, the values of one or more independent
: &ariableé afe correspondingly 1afge, so that the-esﬁimated residual

for the observation is not large. In this case no problem arises;
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one would not want to disregard the additional information that the
outlying observation provides. A second alternative is that the
independent variables are large, but not se large that the residual is
not also large. This alternative may be treated as a standard case of
heteroscedasticity. It is likely that the heteroseedasticity can be
removed by dividing through each observetion byione of the independent
variables.

A third alternative which might be sald to produce outliers is
that the large valﬁe.of the dependent variable is accompanied by
"typical" values of the independent variables. The estimated residual
will in tﬁis case be especially 1arge. There'ere four ways in which
this alternative can arise: (1) the model is miSSpecified and an
addit10ua1 independent variable should be included' (2) the model is
misspecified, and an additional variable should be used to deflate
" obsexvations for heferoscedasticity; (3) there is measurement error

in the erendent variable; (4) an unlikely event.(the large disturﬁance)
has occurred. The situation is troublesome, of course, when there is
_no obvious candidate for an additional variable and when there is no
particular reason to suspect measurement error. Since further
-_edjustment of the data is ruled out by hypothesis, the strategies
which are open are to delete the observation or to retain it.

| .On .our assumption of typical'velues.of the independent variables,

. the estiﬁated coefficlents of the variables will not be much different
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whether the outlying observation is inciudedvor not. But when it is
included, the constant term will be larger. We.recall.that our
objective is to make good p;edictions of the dependent variable.

The position taken here is that whichever qf the four.possible states
of the world is the correct one, the observation ought to be deleted.1
‘This course 1s clearly correct in the case of measurement errér. If
the large disturbance is an unlikely event, it should not be allowed-
to color the results as if; in another drawing of the ééme size, a
similarly large disturbance were likely to occur. If the origin of
the.large residual wege ordinary heteroscedastieity, then the correct
but non—imﬁlementable procedure for obtaining minimum-variance linear
regression coefficients would be to divide each observation by a
;certéin variable that was large only for the trouBlesome observation.
But the result Qf this procedure, which would (sharply) reduce ;he
weight given_to the observétion, would be about the same as tﬁat from
deleting the obseivation entirely. Finaliy; if the large residual
results from the specification error of omitting a variable, then

the reéult of including the outlier is cleafly undesirable. There is

no reason, in this case, why the addition of a constant (the increment

1Provided, of course, that the evidence that an outlier is present
is sufficiently strong. This is always in the last analysis a
subjective matter, although rules may be adopted to routinize rejection.
One procedure that has been used is to place an arbitrary upper bound on
the acceptable size of computed residuals measured in standard deviations.

An alternative rule for rejection of outliers 1is proposed in the next
paragraph,
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the predicted values of .the dependent variable for éll the other
observations.l

It is necessary, for empirical work, to adopt some rule of thumb
for the rejection of oﬁtliers. Sucﬁ a rule should lead to a high
pfobabiiity of rejecting an outlier when any of the four conditions
éssociated with ouf third alternative occur, but a low probability
of réjéction otherwiée. The third alternative was marked, it will be
recalled, by the joint occurrence of a large value of the dependent
variable and a large residual., When the number of observations is
small, it will generally be impossible to distinguish the presence of
sampling variation ﬁrom that of "true outliers." However, vhen the
sample size is fairly large, conditions become more favorable. If the
dependent variéblé and the computed residual in a regression are
uncorrelated, this is evidence against the third,alternative.‘IOn the
“other hand, with 99 observations, fhere is, in the‘absence of such
correlation, only about a one per cent.chance that the observation
with largest value of the dependent variable will also have the
~ largest residual. (We assume that the possibility of "ordinary"
heteroscedasticity, our second alternative, has‘already been considered
andﬂrejécted.) Hence, a reasonaﬁle rule for the treatment of

outliers——applicable with a sufficient number of observations--would

1The regressions reported in Section 1 involving income of government
employees per capita may be reconsidered in light of these comments on
outliers. For two counties, Johnson and Story, the value of the
‘dependent variable was more than three standard deviations larger than
its mean. Both counties contain 2 state university. In each case, the
estimated residual was small, so that the problems of concern in this
section did not arise. Hence, the two observations were retained.
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appear to be to reject the observation with the iargest value of'the
dependent variable if, in fhe estimation of a regression equation
believed . to be correctly specified, that oEservation also has the
largest computed residual.l, This criterion could be applied more
than once, and result in the rejection of more than one observation,
so long as ordering of observations accérding to magnitude of the
dependent variable and according to magnitude of the residual wvere
’ ideﬁtical. |

We turn, finally, to the results of 1eést—squares estimation of
equation (i). Both of the problems discussed in the preceding
paragraphs wefe encountered., Whén both dentists per thousand
population and lawyers per thousand population wvere included in the
regression, R” was lower than when only L/P was included. When the
aggregate variable (D + L)/P was used instead, the regression

coefficients, standard errors, and coefficient of determination were:

) %-= ~79.93 + 0.3446% + 27.038 + 8.767%L 4+ 140.4w

(11.40)  (0.0547} (8.055 (5. 070)£ (14.4)

(R2 = .8434)

Ithat our criterion is conditional upon a theoretical model is

one dimension of its subjectivity, but a less important one than might
be imagined. If there are rival hypotheses to be“evaluated, a possible
outcome, in the situations considered here, is that the largest residual
would occur with the same observation under each hypothesis. On the
other hand, if under one hypothesis the largest value of the dependent
variable and the largest residual occurred on different observations,
this would be good reason to favor that hypothesis.
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where
D = number of dentists
- H = number of physicians
L= numbei‘of lawyers
P = population, in thousands
W = average wage in OASI industries
X = wages in professional services

Y = adjusted gross income of professional persoms,
in thousands of dollars,

and the asterisk indicates that the coefficient of (D +'L)/P is ﬁot
significant at the 5 per cent level. The largest.vaiues of the
dependent variableiand the residual both occurred for Linn County (the
Cedar Raplds SMSA),‘and both were more than féur standard deviations
from fheir respective means. Hence, this observation was deleted.

| .Two versions of equation (1), estimated with 98 observations, are

presented as equations (3) and (4)

(3) %.= -65.48 + 0,3293§ + 29,31%‘ + “12.15%. + 123.0W ‘
(8.24)  (0.0391) (5.56)  (4.85) (10.4) .
®? = .8962)
(%)

. | | o
P = -65.85 + 0.3306% + 27.208 + 9.374%% + 122.2w
(8.23) (0.0389)  (5.72)  (3.605) (10.4)

R? = .8967).

Both equations explain almost 90 per cent of the variation in professional

income per capita, and there is no meaningful difference in explanatory
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power betweeﬁ them.1 All coefficients are significant at the 5 per

cent level. The variable D/P is omitted frqm.equation (3) because

it did not raise Rz. As eiplained above, the purpose of estiméting

equation (4), in which (D + L)/P replaces L/P, is to serve as a check

on the decision to exclude D/P. Since the explanatory power of (4) is

not greater, the specification of equation (3) is accepted as correct.
For Iowavin 1963, iﬁcome from»independent professional practice

may be estimated as the algebraic sum of three allocations, Formaliy,

we want the difference between total professional income and professional’

income from wages and salaries., County estimates of the former may be

obtained.by allocating state professional income to counties according

to the adjusted gross income of profeséional persons (Y). Professional

income from wages'and‘salaries>may be estimated as the difference between

county allocations of all service wages and salaries and of business

services wages and salaries. This difference (X) has already been

derived. For years other than 1963 an allocator may be derived as a

weighted sum from the rlght hand side of equation (3).  The term in X/P

should be omittgd, aﬁd the femaining terms should each be nultiplied

by population. These conclusions are indicated below in Table 8.

11t will be noted that, contrary to expectations, the constant term
in equations (3) and (4) is larger algebraically than the constant in
equation (2). This occurs because the deleted observation contains one
‘of the largest values of W. When W is replaced by its mean, equations -
(3) and (4) show a fall in sum of the term in W and the constant.. The
decision to reject the observation is retained because the variation
in W is not great enough to satisfactorily deflate for heteroscedasticity.
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Business Proprietors' Income

‘The "earlier work on. the allocation'oflbﬁsiness'proprietors' income
which needs to be considered is that of Kentucky, Arkansas, Pennsylvania,
‘and illinois. The most satisfactory allocations of business proprietors'
income were made by Kentucky for the components arising in contract
construction,,mgnufacturing, and finance; the allocator used was
adjusted gross income reported on state tax returns for proprietors
in tﬁesevindustries. Another allocator, also a reasonable one, was
used by Kentucky for wholesale and ret;il trade and for business

services. This was the number of proprietors in these industries

(taken from the Census of Business) weighted by average earnings in

all employment covefed by the state unemployment compensation (UC)
program. For mining, an allocator was constructed from state and
federal sources which measured the value of coal production by'
unincorporated enterprises, while no county estimaie was méde of

- income originating in several Smallef~industries.

Employment data from the 1960 Census of Population were the basis

of the county estimates of busiﬁess proprietors' income for Arkansas.
This Ceﬁsus was the only census of population to report the number of
.self-empioyéd workers in retail trade and the number of self-employed
workers except in retail trade, the professions, and agriculture.

The two sgfies for number of proprietors, each weighted by average
earnings in all UC-covered employment, were used to ailocaté tqil

counties the two corresponding components of business proprietors'
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income. The Pennsylvania study allocated business proprietors' income

according to the number of establishments (as reported in County

proprietors. Separate allqcations vere made for nine industries; the
allocators were not weighted by a measure of average earnings.
Disadvantages of establishments as a proxy for‘proprietors are that
incorporated establishments are counted and that self-employed workers
yith no empioyees are not counted.

The allocators selected in the-Illiqois couﬁty income study &ere
also used by the National Planning Association. The retail and
wholesale trade allocator, as in Kentucky, was the number of proprietors,
but the weight was average earnings in UC-covered Ezggg_employmént
rather than average earnings in all industries. For other industries
the nﬁmber of establishments with 1 to 3 employees was used as an
allocator, on the view that establishments in this‘size class were most
likely to be unincorporated;' Industry average earnings were used to
‘weight the business sérvice allocator, but for other industries, which

were treated as an aggregate, average earnings in all industries was

uéed as a weight.,

Except for the industries transportation and agricultural
services;forestry~fisheries, the 1963 adjusted gross income of business
proprietors inlléwa can be tabulated by county frﬁm state pergonal
income tax returns. Again we shall rely on regression analysis to

provide predicted values that can be used as allocators for earlier
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years. The philosophy underlylng the selection of variables and
observations will be the same as that discussed in comnection with
professional income; our interest is still in explaining county
variations in income per capita. However, we need to consider the
industries for which regression analysis can Be performed and the
independént vériables that should be introduced.

The lafgest components of business proprietors' income in Iowa
arise in retail trade, wholesale trade, contréct cbnstruction, and
business services. Adjusted gross income is available for each of
these industries, although tax returné from business'services‘are
- combined with insurance and real estate. These are the induétries
for which regression analysis has been attempted. The transportation :
returns appear ﬁnusable because they include wage.and aalary
‘employees. Only a small amount of proprietors' income originates in
miﬁing and manufacturing, and there is a difficulty with indepeﬁdent
variables in these industries because of the dominance of incorpqrated
firms. No proprietors are classified in the tax data in the industries
finance or public ﬁtilities; and proprietors in agricultural services,
forestry, and fisheries do not seem to be classified consistently.

Explanatory variables must be taken either from the industrial

censuses or County Business Patterns. Most of these statistics include

-

both incorporated and unincorporated firms. Situs,adjustments needed

for comparability with the dependent variable are not attémpted.
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Slightly different models must be used for different industries, and
we begin by cpnsidering variaﬁles that could be used to explain per
capita proprietors' income from retail and wholesale trade. Four
independent variabigs suggested Ey theﬁretical considérations ares
1) Proprietors per thousand populatioﬁ (B/P): The céefficient
of this variable should bé positive.
2) Number of employeesAper establishment with employees (N/E):
In fetail and wholesale trade, the coefficient of this
variable should be expected to be negative, since large
_firms are more likely to be incorporated, and their presence
would loﬁer the income of pfoprietors. The sign could be .
positive, however, if this effect were more than outweighed
bj gcénamies of scale experienced by the‘unincorporated firms.
3) The ratio of numbér of proprietors to establishments with
employees (B/E); This variable is intended to measure the
economies of aggldmeration.experienced in counties that are
major trédiﬁg centers. If the economieé of agglomeration
are positive, as egpected, the coefficient of this variable
would be negative, since in that case, an increase in the
number of establishments; the number of proprietors being
cons#ant, would increase proprietors' income.
4) Ayerége earnings per emplo&ee in 0ASI-covered employment,
excluding govermment (W): This variable measures thé
opportunity cost for proprietors of wage and\salary employment.

The proprietor's alternative is assumed to be wage and salary
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employment in genéral and not employment in his present
industry. Hence, average industiy éarnings of employees is.
not used aé a variable. Moreover, it is held that rural-
urban earnings differentials, although a symptom of
disequilibrium, may 5e expected to have a fairly stable effect
on proprietors' income geographically and over time, because
of the long term and persistent néture of urban growth.
(Thus, the definition and rationale of the wage variable in
the present model is somewhat different‘from that of Fulmer's
model of agricultural income, discussed in Chapter One,
Sectipn 1.)

The tegfession results for business propriétors' income are
pfesented in Table 7. Good results are obtéined inAthe case of retail
trade. All four of the suggested variableS‘éontribute to the
explanation of retail proprietors' income in the sense that their 
gxclusion would lower ﬁz, although the coefficlent of establishment
size (N/E) is not significant at the 5 pef cent level, All coefficients
have the exbected sign. In the case of‘ghe economiés-bf;agglomeration
variable B/E this result is of somé theoretical interest, apart from
our current objectives, in view of the unsatisfactory nature of
previoué'attempts to measure aggiomeration economies. Almost 60 per
cent of the variation in retail proprietors' income is eiplained.

There were no outliers.



ESTIMATING EQUATIONS FOR BUSINESS PROPRIETORS' INCOME:

TABLE 7

PARAMETER ESTIMATES FOR ALTERNATIVE VERSIONS BY INDUSTRY?

Retail Trade (99 observations):

I.

1I.

IIIf

Wholesale

I.

II.

III.

.

Y B N
= 5811 + 5.653F - 2831
b o
(13.56) (0-625) (1.163)
-smw%£+ 25.38W
(7.28)°r (10.37)
Y B
?E - 4.991 55
0.095)F
Y  B°W
| (0.114)

Trade (99 obs.)

Y B. B
q a 9
po= 3.709 + 2.824F =~ 3.218 E

(0.986)  (0.952) (1.853)%

Y - - B

2= 3,728 _4

P 0.249) P

Y, B °W

= 4654 "ﬁ?"
(0.284)

Y : B ‘W . 'B

4= 2,674 + 4,150 -§§—- - 2.808 ifl
(1.023)  (1.053) (1.542)%¢

3A key to symbols occurs at the end of this table.
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.5958)

+2612)

.2576)

.0866)
-00485)
.0767)

.1416)



Table 7 (continued)

Wholesale Trade (96 obs.):

I.

I1

I1I.

Iv.

Contract Construction (99 obs.):

1. Y, o : c
¥ = 3.505 + 5.596F + 0.5143 %=
(1.583)  (0.809) (0.2782)*"°¢
I1. Y E
?S-= 8.389 15E
1 (0.215)
IIT. Y, CE, W
(0.278)
Contract Construction (98 obs.):
1. Y E N
. 5= 2.540 + 5.858 5~ .4 0.6168 —<
(1.398)* (0.710) 0.2444)Fc
11, Y E
L L
5= 8.312 3

-wqa&

B
= 3,366 Fﬂ
-(0.188)

mL;<

Y B W
Fﬂ-= 4,197
(0.218)

"'d‘n%

(1.191)

= 2,936 + 1.492
(0.635)  (0.617)

B
= 3.298 + 0.9253 Eﬂ
(0.574)  (0.4547)

Bq'W

S

P

E. N

@

(R
(R
(r2

(r2

(®2

&

(R

(2

i

1
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.0422)

“ 2941)

-.1558)

.0585)

.3728)

«2793)

.0655)

.4667) .

.3735)
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Table 7 (continued)

III. Y EC°W

Fo= 9.371 3 - (% = .1686)
(0.250) ~ o

Business Services, Finance, Insurance, and Real Estate (99 obs.):

I Yog B E
.’8s f
=== 27,11 + 139752 4+ 7,191 5
(4.78)  (0.510) (2.828)
N
- 1.906 S : (8% = ,1619)
(1.305)*Eg
X
II. B .
-§5-= 6.119 3> | ®2 = -.7580)
III. Y B W -
~ S5 = 7,336 % » (2 =~ -,7838)
(0.198)
IV. Y, B B
S a7s2 + 1336 52 4 7.508 5
(4.82)  (0.518) (2.957)
- 1.623 Jsf ®2 = .1619)

(1.112)* Bef
Key to symbols:
variables
B = number of proprietors
E = number of establishments
. N = employment

f = population, in thousands
W = average wagé in OASI industries (first quarter)

Y = adjusted gross income of proprietors, in thousands
of dollars
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Table 7 (continued)

industry subscripts

¢ = construction

a

f = finance, insurance, and real estate

q = wholesale trade

retail trade

L2
n

©n
[

business services

sf = business services, finance, insurance, and real estate

*indicates coefficient not significant at 5 per cent level

vMuch less satisfactory results are obtained from the wholesale
trade regression. Tablé 7 shows that only two independent variables,
proprietors per capita and the agglomeration variable, raisedAﬁ2 and
thus entered the forecasting eduation. Both variables have the
corfect sign, although only proprietors per capita is significant at

2 is less than .09. An examination

the 5 per cent level. Unadjusted R
of the residuals shows that our criterion for the deletion of outliers—-
that the largest values df the dependent variable and the residual occur
on tﬁe same observation-;is not satisfied. However, it is ﬁéarly
‘satisfied: the laigest value of the dependent variable is 19.6 and the
second‘iafgeSt is 19.2, lSome investigatoré would no,déubt e#clude the
three largest observétions, iﬁcluding Woodbu;y Cétnty which contains
Sioux City, a regional trading center. The regression results with 96

observations are presented in Table 7 for comparison. The only

independent variable which enters on our criterion is proprietors
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per capita,'and the value of R2

falls by half. The model estimated with
99 observations_is the one ﬁreferred.

Table 7 contains some additional results that may be used to compare
the reliability of income estimateé made using ﬁhe regression équations
with those made using the allocation method. Since the allocation method
essentially adopts a one variable model with no intercept, #uch a model
has been estimated for each industry. Two versions of the model have
been estimated, corresponding to two ''reasonable" choices of allocators:
the number of proprietors and the nﬁmber of propriétors times average
earnings in OASI industries. In the regression, hﬁwever, we continue to
~ deflate by population. For retail trade, both variants of the model give
an Rz.of about .26, less than half the value obtained from the complete
model., Hence, the use of the regression model to éstiméte proprietors'
income in the years prior to 1963 should yield a considerable gain in ’
reliability. '

When number of proﬁrietors (deflated by population) is used as a
- single variable for wholesale trade, the value of RZ is_negative.l This
result may be iﬁterpreted as indicating that income estimates using
numﬁer of proprietors as an allocator woﬁld be less reliable than those

obtained using pbpulation as an allocator.2 On the other hand,

1Qn negative R2 when there is no intercept, see p.’68, footnote 2,

2\ moments reflection will indicate why this is so. If the
independent variable were replaced by a vector of ones, none of the
variation in the dependent variable would be explained, but the
regression coefficient would still ex%st~-it is simply the mean of
the dependent variable. But a zero R“ is better than a negative one.
On multiplying both sides of the latter equatlion by P, one is led to
the forecasts Y = bP. If Y 1s used as -an allocator, this is a better
allocator than P times the original independent variable.
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wvhen BW/P is used as the independent variabie, R? is greater than .07.
Hence, one might argué that in estimating wholesale p:oprietors' incone
by counﬁy one would not do much better with the complete regression |
equation than in using BW as an allocatoxr. The danger in the allocation
approach 1s seen by comparing the regression result with 96 observations
when BW/P is the only independent variable. Again Rz is negative, so
that the apparently good performance may be attributed to three observa-
tions. However, the variable BW/P was investigated further By
subgtituting it for B/P iﬁ the complete regression model. In both the
99 and 96 observation caseé, R? was larger when BW/P was used. With 99 :
observations, R? was +14--still low, but an appreciable gain. Hence
this version of the model should be used to'forecasf wholesale

- proprietors'

income per capita.

in specifying an equation fof contractors' income, we must take
account of the‘fact that there are no county»data on the number of
proprietors in contract construction.‘ The nﬁmbet of establisbhments
(per thousénd population) must be used in place of the number of
' propfietors, and a term designed to pick up econqmies of agglcmeration
can no longer be_includeq. But emplo&ees per establishment and éverage
earnings in OASI industries can be.retained as variables. |

The attempt to exp;ain variations in contractors' income per capita
was moderateiy'sdccessful, Averzge earnings did not contribute to

2 equaled .37. One outlier was present,

explanation and was excludéd; R
occurring in a small county with a large and apparently unincorporated

congtruction firm., When the observation was excluded, R2 rose to .47 and
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the coefficient of employees per establishment changed from not
significant to significant at the 5 per cent level. This coefficient
was positive, however, suggésting that economies of scale outweigh the
competitipn from large Incorporated firms in this industry. When these
results are compared with the results from regression models with one
independent variable, a distiﬁctly different pattern appears thaﬁ that
found in the case of wholesale trade, The values of R2 (with-98
obgservations) are .37 and .17, well beléw those of the complete ﬁodel.
Further, the highexr value of R2 occurs when the explanatory variable is
not weighted by average earnings.

In selecting a model for proprietors' income from business services,
insurance, and real estate, we must deal with most of the problgms |
encountered thus far, and in éddition cope with an unfortunate choice of
industry definition. Oan the_one hand, the data for the insurance-real
estate vériables are contaminated by the inélusion of financial estabiish-
ments, noné of which are proprietorships. On the other hand, the
existence of data on number of proprietors for business éervices but not
the remaining components hecessitates a hybrid of the models‘used for
retail and Qholesale trade and for contréct construction. TFortunately,
we are not troubled in this model with problem of outliers;

Variables to be considered in the explanation of businesé service~-
insurancefreal estate proprietors’ iﬁcome per capita‘include busineés

service proprietors per capita, finance~insurance-real estate
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establishments per capita, employees per es;ablishment (business
sg;,rvices),1 employees per eétablishment (finance~insurance-real estate),
proprietors per estaﬁlishment.(business services), and averége earnings
in OASI employment. Another variable that was tried was the number of |
financeéinsuraﬁce-real estate establishments with 1 to 3 employees.

- It was conjectu;ed that since the finénée component of this industry.

" tended to have establishments that were larger than the other components,
establishmenfs with 1 to 3 employees might be a better measure of
establishments in insurance and real estate.

Only three of fhe seven pfoposed independent variables contributed
to explanétion.of proprietors' income per capita on the ﬁz criterion; the
regression results with these variables are shown in Table 7. The_thrée
variables entering wefe busiﬁess_service proprietors per capita, all
finance-insurancé—feal estate establishments per capita, and employment
per establishment (business services). The coefficient of the last
variable was negative invsign but not significant at the 5 per cent
level. Only about 16 per cent of the variation in the dependent variable
was explained. However, this is much better tﬁan the results that follow
ffom the allocation method. Single independent-variabie‘régressions
without an intercept were run using business ﬁroprietors per_capita and

business proprietors per capita weighted by average OASI earnings.

'1The definition of an establishment for business services is not
the same as that used for other industries in this section. Here we
mean total establishments in a county, with and without a payroll.
Elsewhere we mean the number of OASI reporting units in a county,

a series that exists for all services but not business services.
See page 53, footnote 1, on reporting units.
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In both cases large negative values of ﬁz were obtained, indicating
the inappropriateness éf,these models.

Using an argument simi;ar to that used in investigating the
determinants of professional income, a check on the decision to exclude
one variable, employees per establishment in finaﬁce-insurance-real_estate,
can be made by aggregation. Emplo&ees per establishment in the composite
industry business services-finance-insurance-real estate was included in
the regression'in place of employees per establishment for its two

components. The'regression results were very similar and R2 was the same

‘to four places. Thus, no reason was found to reject the earlier model.

In.summary,-regression models have been found whichvexplain'the
couanty variation in-the four major components of businéss proprietors'
income. The amount of.variation per capita explained, hqwever, varies
from high in the case of retail tréde to low in cases of wholesale trade
and business services-insurance-real estate. In all four industries, on
the other hand, the regression models provide better predictions of
proprietors’ income tﬂan do allocation methods. This finding is
illustrated by ccefficients of determination based on allocation models
which are oftén less than half as large as those obtained from more
complete models, and by negative coefficients of determination for some

allocators, indicatiﬁg that they perfofm less well than would population.

- Thus, for these four industries, the regression models should be used.

to generate allocators for proprietors income in years prior to 1963.
The question which remains is the selection of allocators for

business proprietors income in other industries. The single variable
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regreésions do not suggest aﬁy consistent pattern of performance for the
three leading alternatives--number of establishments,'nuﬁber of
establishﬁents weighted by average earnings in 0ASI-covered employment,
and population.« Since a choice must be made, we follow the resulté
obtained for contract cOnstruction,.which is the only industry where
the single vagiéble fegressions used establishments rather than
proprietors. For this industry, the results point to the number of
establishments (unweighted) as an allocator. Moreover, since in the
complete model (98 observati;hs), eﬁployees per capita entered
positively and significantly, the measure of estabiishments should not
be restricted to those with small numbers of employees. We thus return,
perhaps unexpectedly, to tﬁe allocaﬁor chosen by Pennsylvania. An

outline of these conclusions is provided in Table 8.

4, Proprietary Incoﬁe,From Farming

The income of farm prqprietoré contributed only 2.8 per cent of
U. S. personal income in 1965. In Iowa, one of the leading agricultur#l
state#, its share was ﬁuch lafger-—ls.ﬁ.per cent—~almost'as large as
that of property income, the state's second most.imporﬁant category of
personal income. Historically, fhé share of fafm‘proﬁrietors' iﬁcome
Ain Iowa has béen even greéter: in 1948 it equaled 37.2 per cent of
total peréonal income. -Hence, our interest in désigning a methodology.
for constructing a series of personal income'accbunts for Iowa counties
in the posfwar period should»lead us to give céreful aétentién to this
component. A broader reason for giving special attention to farm

income in county income estimation follows from the fact that income from
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TABLE 8

ALLOCATORS FOR NON-FARM PROPRIETORS' INCOME

" Income Component

Agricultural services,
forestry, and fisheries

Mining and manufacturing
Contract construction
Wholesale and retaii trade

Transpottation and public
utilities

Business services, finance,
insurance, and real estate

‘Professional services

1

Allocator and Sourxce

Industry establishments (CBP)

Ihdustry adjusted %ross income of
proprietors (ISTC) :

Industry adjusted §ross income of
proprietors (ISTC)

Industry adjusted §ross income of
proprietors (ISTC) :

Industry establishments (CBP)

Induétry,adjusted §ross income of
proprietors (ISTC)

Algebraic sum of the following
allocations:  all professional earnings,
according to adjusted gross income of
professional workers (ISTC); less all
service wvages and salaries, according

to first quarter service payrolls (CBEP);
plus business service wages and salaries,
according to annual selected services
payrolls (cs)3

1see Table 2 for key to symbols for source.

2For years other than 1963, industry establishments‘(CBP)._

3For yeafs other than 1963, value predicted from equation

described in text.
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farming shows the smallest degrée ;f geographic concentration of any
major income category. As a result, a state in which the overall
share of farm income is small may at the same time have many counties
in which the share of farm income is large or even dominant, If the
incomes of these counties are fo be estimated reliably, gbod estimates
. of the farm incoﬁe component must be obtainéd.

The national and state lével estimates of farm proprietors' income
are constructed by the‘U. S. Department of Agriculture using methods
which are quite different from those used in estimating other éafegories
of personai income, In‘the absence of direct infofmation on farm income,
an indirect procedure has been adopted, in which farm income is
estiﬁated as the difference between receipts and expenditures, with an
adjustment for the value of changes in’farm inventories. The staté and
national famm income estimates are based oﬁ.detailed estiﬁates of the
respeciive components of theée quantities. It is natural to consider
#his approach in the estimation of farm income by county. Couﬁled
with the allocation method, thié'aﬁproach leads to the distribﬁtion
to counties of the varlous state receipt and expenditure items in
proportion to available county data.
| Although this approach has been widely used in estimating county
farm income,'thére afe persuasive grounds for rejecting it, Estimation
of net income as a residual places a héavylburden on the accuraéy of
the allocation procedure, sinée.thé errors in the estiﬁates éf
receipts and expenditures obtained by allocation will not necessarily

be in the same direction. The percentage error in the difference

-
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between receipts and expenditures will, on the average, be substantially
greater than the error in either receipts or expenditures taken alone.
Because less data are avallable at the county'level than at the state

or national levels, the problem of the accuracy of a residual is much

more sérious.
Alternative methods of farm income estimation that have been
employed in other county income studies are Fulmer's regression analysis
with state data, described in Chapter Oné, and estimates based |
primarily on the allocation of farm receipté. Examples of the latter
approach are the Oklahoma study, which simply_allocated net farm income
on the basis of éash receipté from farm marketings, and the Kansas study,
which subtracted governmént payments to farmers from net farm income,
allocating the former according to tabulated disbursements b& county
and the remainder.according to cash receipts. Illinois used a highly
modified version of the allocation method, in which the allocator
for production expenses was constructed by multiplying estimated gross
receipts (defined to include cash receipts from marketings, government
payments, and change in the value of inventories) by a ratio of
produetion expenses td gross receipts, obtained for muiti-county aréas
from farm management records.,
For areas of any size the assumption underlying the Oklahoma and
Kansas studies;;that farm income or farm,incomé less government
payments is proportionalvto cash receipts from marketingé, does not seem
very plauéible. The Illinois approach is more attractiye, although

questions must be raised with regard to the size and representativeness
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of the sample of farms used- to construct the required ratio, which may
have inciuded disproportionate numbers of,lafge and well—managed farms.
In any event, the Illinois methodology depends on daté peculiar to that
state, Past county income studies thus have failed to develop a
theoretically attractive and practical alternative to the/residual
approach to coupty estimation of farm iﬁcome.
It is significant that Oklahéma, Kansas, and Illinois each made

estimates of farm income by the residual approach and rejected tﬁese '
" estimates in favor of the alternatives of the preceding paragraph. The
Basis'for rejecting these estimates was not the difficulty of makipg
reliable estimates, howeier, but an unfavorable appraisal of the farm
income estimates that resulted when this ﬁethod was applied. None of
thése studies base their conclusions on an examination of the reliability_
of thg county data or on a comparison with other esfimates of farm income
known to be more reliable. Rather, their authors contend that estimates
obtained by this approach do not appear plausible, and they express.
concern that wide differences in net incomevper farm are found in
adjacent counties, that negative values are sometimes found fox net
income; and that there is too ﬁide a dispersion in the estimates by
counties of net income per farm, |

ﬁ There are two difficﬁlties in acEebting this liﬁe.of réésoning, In
the first place;'the precise methods used in obtaining the farﬁ inéome
estimates which were judged unacceptable havé-not been puﬁlished. As
we shall see below, there are substantial differences in the wéy in

which the USDA approach has been adapted for income estimation by county



121

.dn different states. One cannot tell whether the methodological choices
underlying the rejected estimates comﬁare faﬁorably 6r unfavorably.with
the best methodologies that have 'ten employed. Secoﬁd, it.is not at all
clear what are sufficient grounds--in terms of rgsults, not_methodolqua-
for rejecting a set of estimates. The variation in per %arm income by
county in some states might be large. There might also:be wide
differenges in per farm earnings in édjacent counties. In fact, casual
observation suggests that the relative proportions of flat and hilly
land, presumably an important factor im per farm earn;ngs, may vary
widely between adjacent counties.

Finally, there should be no difficulty in accepting negative values
for net farm income in a‘county wvhen it is rememb@red that depreciation
on capital is counted as expenditure as well as operating.cosfs.“Losses
during some years are common among firms in other indust:ies; and
farming is not noted for high or sustained-rates of return. Moreover,
farms sustaining 1bsses may well clustgr geographiéally because of
similarities in weather; terrain, etc.

‘ In view of these considerations, our discussion will center on the
task of refining the methods qsed.to allocate farm.receipts, expenditﬁres,
and inﬁentory changes to‘counties. One-fact that stands out in the

detailed analysié presented below is the superiority of data presented

"in the U, S. Census of Agriculture, which appears only at five-year-
intérvals, for the allocation of almost every component of farm receipts
and expenditures. Only the value of home conéumptioh, government pay-

ments, taxes on farm property, and the value of changes.in farm
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inventories are not associated with aliocators based or partly based on
.this data source in the estimat;on'procedurehselecfed for Iowa. It

does not seem pqssible to obtain reasonable estimates of net farm income
as a residual in noncensus years. Farm receipt and expenditure variables

are highly volatile over time, and when Census of Agriculture allocators

are applied to a different year than that to which they refer; nuch

larger proporﬁional adjﬁstments are required to produce consistency

with state totalé for the corresponding recelpt and expenditure iteﬁs.
Althovgh farm income cannot be estimated reliably by the allocation

approach in intercensal years, a large volume of county déta exists,

in Iowa and other major farm states, which is related to levels of farm

income. Annual datavﬁhich-maj be obtained for Iowa include producéion

of major crops and livestock products, numbers of major types of

livestock on farms, and number on farms of tractors, trucks, and persons.1

. Thus the.problem of making farm income estimates for intercensal years is

one pf desiguing an inteipola;ion procedure which will incorﬁorate

this information, and in whiéh farm income estim;tes made by_pfocedures

described in this section function as benchmarks.

Farm Receipts
Farm receipts are defined to include a number of types of monetary

and imputed farm income: cash'recgipts'from farm marketings, government |

Irhe relevant sources are Iowa Department of Agriculture,
Iowa Assessors Annual Farm Census, (Des Moines, annual) and Iowa Crop
and Livestock Reporting Service, County Estimates of Cattle and Hog
Numbers, (Des Moines, annual, mimcographed).
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payments to farmers under various programs, the value of home consumption,
and the gross rental value of farm dwellings. The gross rental value of
farm dwellings is partly offsgt by an item that enters on the expenditure
side, farm rént paid to non~farm landlords. The item govérnment paymenis
excludes payments under Commodity Credit Corporation bfice support
programs, Since these appear as patt of cash receipté from marketings.
Farm marketings and government payments are the receipts components

which are estimated most easily. The Census of Agriculture permits the

disaggregation of receipts from crops into four components: vegetables,
fruits and nuts, other field‘cropé, and forest aﬁd horticultural
specialty products. Dollar receipts'for each crop category are reporteq
in the Census year. However, since all these components except other
field crops are Small in Towa, a satisfactory procedure is to use a
single allocator--total recelpts~~for receipts from crops. A more
useful disaggregation is presented for livestock‘and livestock products.
Because of the importanée of livestock receipts in Jowa agricultﬁre,
separate allccations should be made for cattle and calvés, hogs, dairy
products, and poultry and poultry products. An aliocator for receipts
from other 1iveét§ck and iivestock products may be obtained as the
difference between totai reported receipts from livestock,_and the
sum of reported receipts frqm the preceding itéms.

- The allocation of government payments to counties is facilitated
by annual county tabuiations of payments by program ma&é By the
Agrlicultural Stabilization and Conservation Service of the Department

of Agriculture., The importance of various programs varies from one
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state to another. Inllowa, payments under the agricultural conservation,
conservation reserve (soil bank), and’feed grains programs account for
most of the total and provide an adequate basis for allocation; Paymen;s
under wheat, sugar, and wool subsidy programs are small in Iowa but
vsignificant in éther states.

0f the county income studies surveyed, only Kentucky reports the
procedure suggested. Several other studies do not report precise methods
ﬁsed. Arkansas relies on production data to allocate receipt§ from
leading crops, and number of livestock on farms to allocate recéipts
from leading livestock activities. Total receipts from farm marketings

(Census of Agriculture) is used to allocate the remainder. In addition

to the doublé cbunting involved, the Arkansas proceduré for crops is
inappropriate to the extent that there is variation»among.countieé in
the share of feed crops marketéd and the sﬂare used as input for
livestock production.

There are no satisfactory data for allocating the value of home
consumptioﬁ ;o counties. Although the value of farm products consumed

on the farm can be derived from the 1945 Census of Agriculture, 1945 was

a war year, and the péttern of. home consumptioﬁ in that year is pgobably
not a good indicator for the postwar period. Nevertheless, this series
is used by Kentucky, and Pennsylvania extrapolated this series to 1959
on tEe basis of change in the number of farm opergtors. The Maryland
study reliés on the number of farms reporting vegetables harvested.for

home use, as reported in the 1954 Census of Agriculture. Other allocators

that have been used are number of farms (Illinois), number of farm -
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operators (National Planning Association), and number of persons on
farms (Arkansas). Persons on farms is probably the best of these,
4since it ié the most géneral measure of the potential demand for farm
products by farm families. 1In addition to being reported in the

U. S. Census of Population, the number of persons on farms in Iowa is -

reported -annually in a state publication.
Several methods have been used to allocate the gross rental value

of farm dwellings. Illinois used the value of farm land and buildings,

derived from the U, S. Census of Agriculture. The value of farm
buildings alone would be a more closely related economic variable, but

the Census of Agriculture last reported this quantity in 1940,

Pennsylvania extrapolated the 1940 data to 1959 on the basis of.change
in tﬁe value of farm land and bﬁildings. Estimates of the value of
farm buildings for Iowa can be made by multiplying the reported value
_6f farn land and buil&ings by the ratio of the assessed value of-farm.
buildings to the asseééed value of all farm real gsﬁate, obtainable from
 a state source.l Although the relation between assessed and market
value varies among counties,.the ratio of the assesséd value of farm
buildings to assessed value\of all farm real estate is in&epenéent of
this variation. Thus, if the Census series for the value of land and
buildings is ﬁuitiplied by tpis ratio, the result is an‘allocator that
depends only on current data. k | 2

The variables preferred for the allocation of farm redeipﬁs to lIowa

counties are summarized in Table 9.

liowa State Tax Commission, Annval Report (Des Moines, annual).
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" TABLE 9

. ALLOCATORS FOR FARM RECEIPTS

" "Income Component

Cash receipts fron cattle and
calves

Cash receipts from hogs

Cash receipts from dairy products

Cash receipts from poultry and
products

Cash receipts from other
livestock and products

Cash receipts from crops

Government payments

Value of home consumption

Gross rental value of farm
dwellings

-Allocator and Source1

Cattle and calves sold, dollars
(ca)

Hogs sold, dollars (CA)

- Dairy products sold, dollars

(ca)

Poultry and products sold (CA)

All livestock and products sold,
dollars (CA), less sum of precedlng
allocatoxs

All crops sold, dollars (CA)

Payments under agricultural
conservation, conservation reserve
(soil bank) and feed grain programs
(USDA)

Number of persons living on
farms (IDA)

Estimated value of farm buildings
(ca), (1sTC)2

ISee Table 2 for key to symbols for sources.

2perived as follows: The value of farmm land and bulldings is
obtained as the product of value of farm land and buildings per farm
(CA) and number of farms (CA). This quantity may be multiplied by
the ratio of the assessed value of farm buildings (ISTC) to the
assessed value of all farm realty (ISTC) to give the value of farm

buildings.
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Farm Expenditures

Farm expenditures include avvariety of oﬁerating_expenses,
depreciation on capital, interest on farm mortgage debt, and net rent
to non-farm landlords. The most important classes of operating
v expenditureé_aré'repair.and maintenance of farm capital, and purchases
of feed, seed, fertilizer and lime, petroleum, and hifed labor. It is
not possible to associate some components of farm expenditures
with reasonable allocators, and these must be grouped together as a
residual for separate treatment. The items in this catggory are
primarily those classified by the Department of Agriculture as
miscellaneous operating expenses, which in 1965 made up abouﬁ 12 per
cent of farm expendifﬁres in the United States, and about 8 per cent
in Towa.

It is convenient to consider farm repair, maintenance, and
depreciation expenditures.jointly; and ;o disaggregate these expenditures
~into those associated with farm buildings, tractors, trucks, automobiles,

and other farm machinery. The only data related té these items

reported in the Census of Agricglture are tractor repairs and other
farm machinery repairs in 1949, ‘Indirect indicators are.available,

- hovever, foi categories other than other farm machinery. Expénditures
asséciated with farm buildings ma& be éllocated accqrding #o.the
estimated value of farm buildings as described above, while those
associated with tractors, trucks, and automobiles méy be diétributed.

in accordance with the number of these items on farms. Except for 1949,
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it.seems best to group all expenses assoclated with othervfarm machinery
withlmiscellanequs operating expenses for tréatment as a residual;

The major categories of farm operating expenses other than repair
and maintenance may be allocated to counties primarily omn the basis of

expenditures in these categories reported in the Census of Agriculture.

The Census reports dollar expenditures for feed, livestock, seed,
fertilizer, lime, petroleum fuel and oil, and hired labor, but witﬁ
omissions for certéin Census years. Dollars spent for lime,is repofted
only for 1954. This item, which was significant in the early postwar
years, has more recently fallen to mihor importance. Déllars spent

. for fertilizer is reported only in 1954 and 1964. In all years, tons
of fertilizer and liﬁe>aﬁﬁlied are reported. These quantities can be
used as allocators for the years in which expenditure data are missing.
The other omissions are livestock and seed purchases in 1954. For each
of.these'variables, a good deal of related Iowa data are available for
1949, 1954, and 1959. The desirability of.usiﬁg this information
provides another illustration of the need for a statistical method

of interpolation.

Four categories of-farm-expenditures remain: net rent to non-farm
landlords, interest on farm mortgage debt, taxes on farm property, and
the residual. The allocation of net rent to non—férm landlords was
disdussed in Section 2. Interest on farm mortgage debt may be
allocatéa to counties on the basls of the valuve of farm land and
buildings. State sources must be used to allocate taxes on farm

property. In Iowa, farm real estate taxes may be estimated by
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multiplying the assessed value of farm land and bulldings by the average
net millage rate levied in rural districts. Both series are given by
county in a state source.1 Although in Iowa about 10‘per cent of farm
property taxes are personal property taxes--in effect, taxes on live- |
stock—-theif county distribution is nét readily determined, and
estimated real estate téxes are- taken as a suitable éllocator.

One approach to the allocation of the residual, miscellaneous .
operating expenses and expensés associated with other famrm hachinery,
would ﬁe to‘distribute them in proportion to the estimated sum of all
other farm expenditures. For this purpose, estimated taxes on farm
property should be excluded, since they do not reflect costs of
production., To some extent, however,'intércounty differences in
residual costs will bé reflected more accurately by differences in
output., Thié consideration is important in view of the seﬁsitivity of
estimated net farm income to errors in eétimated costs. - Thus, a
preferréd treatment of residual costs is the average of two allocations:
one, based on other expenditures; the other based on the value of farm
production. The 1atter may be estimated as the sum of estiméted'farm
receipts and the change in the value,ofzfafm inventories, to be |
discussed below.

'The allocation of other farm expenditures is‘summarized for Iowa
‘in Table 10. This selectibn of allocators . is essentially a refinement .

of the treatment of farm expenditures in the Kentucky county income

1Iowa State Tax Commission, Annual Report.
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TABLE 10

ALLOCATORS FOR FARM EXPENDITURES

" Income Component1

Feed
Livestock

Seed

Fertilizer and lime
Petroleum fuel and oil

Hired labor

Farm building repair and
depreciation

Tractor repair and depreciation
Truck repair and depreciation

Automobile repair and
depreciation

Other operating and depreciation
expenditures

Taxes on farm property

. Allocator and Source

2

Feed for livestock and poultry,
dollars (CA)

Purchase of livestock and poultry,
dollars (CA)

Seed purchased, dollars (CA)

Fertilizer agd fertilizing materials,
dollars (CA) ' -

Purchase . of gasoline and other
petroleum fuel and oil, dollars (CA)

Hired 1ébor, dollars (CA)

Estimated value of farm buildings
(ca), (1sTC)4

Tractors on farms, number (CA), (IDA)
Trucks on farms, number (CA), (IDA)
Automobiles on farms, number (CA)
Average of estimates from two
allocators: 1) sum of estimated

preceding expenditures, and 5
2) estimated value of production.

" Assessed value of farm land and

buildings (ISTC) weighted by average
net millage levied in rural
districts (ISTC)
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Table 10 (continued)
1

Income Cdmponént Allocator and Source2

Interest on farm mortgage debt Value of farm land and buildings per

farm (CA) weighted by number of
farms (CA) -

Net rent to non-farm landlords Cash receipts from marketings (CA)

weighted by ratio of net acreg rented
to acres in farms (CA), (IDA)

, lthese components enter negatively in the definition of personal
income.

250e Table 2 for key to symbols for source.

30ther allocators, needed for some years, include fertilizer
applied, tons (IDA) and lime applied, tons (IDA).

4See Table 9, footnote 2.

>The value of production may be derived as the sum of receipts
from marketings and change in the value of inventories. For the
estimation of these quantities see Tables 9 and 11.

6See Table 6, footnote 3.

study. _Differences in the treatment of oéerating expenses are that
Kentucky used the value of productién of five 1eading crops to

allocate fertilizer and lime expenditures, and a single allocation
was made for operating costs of motor vehicles using the sum of its

rglévant expenditure series in the 1950 Census of Agriculture. The

residual, which includes farm mortgage interest in addition to
miscellaneous operating expenses, but does not include depreciation on

other farm machinery, is allocated according to the sum of all other
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expenses. The greatést differences are in the treatment of
depreciation. Kentucky used the value of farm land and buildings as:
the alldcator for buildings, other fani: machinery, repairs for other
farm machinery, and an unweighted sum pf the number of trucks, tractors,
and automobiles for depreciation on motor vehicles.

The allocation procedures used to allocate farm'exﬁenditnres by
the Pennsylvania and Arkansas studies are much less satisfactory than
those of Kentucky, and g;thoughvthe saméle is small, they may help to
explain the "implauéibility" of county farm inéome estimates obtained
as a residual. Pennsylvania allocates only three categories of
expenditure. The first is fertilizer énd lime; the second is ﬁortgage
interest, taxes, and buildiﬁg dep:eciaﬁion, allocated as the value of
land andupuildings; the thi%d, the residual, is allocated acco?ding
to the sum of selected operating expenditures reported in the Census

of Agriculture. The Arkansas study 1atge1y{a§bids the expen&iture

data provided in the Census of Agriculture. ‘Feed and livestock
purchaSes are allocated. according to 1ivestock4receipt$, while seed
costs are allocated according to crop receipts. Thefallocation of.
repair and operation of capital items neglects the data for equipment
on farms and relies on the sum of expenditures for fuel and:machinery
rentals. .Depreciation on farm buildings'is allocated according to the

number of farms.



133

Inventory Adjustment

- The difference between the receipt and expenditure items discussed
above has been termed "realized net farm income" by the Department of
Agriculturé. In order to obtain net farm income, a measure of the
income actually earned during the year, it is_neéeésary to make an
adjustment for the value of changes in farm inventories. The size of
the adjustment required is often large and shows high variation from
year to year. In order to obtain net farm income for the United

,Stétes'(48 states) for 1964, realized net farm income must be reduced .
6.4 per cent. To obtain net faim income fbr 1965, adjustment‘for
change in the value of farm inventories increases realized net farm
income by 6.7 per cent. The relative magnitude of inventory adjustment
may be.éxpected to be greater for states than for the nation as a whole.
In Iowa, the inventory adjustment increased farm income by 36.7 per
cént in 1952 and by 49,7 per cent in 1957.1

Thé value of the change in farm inveﬁtories and not the change in
vaiue is a component of fafm incoie, since here as elsewhere in the
definition of personal income capital gains resulting from changes
in price are excluded. The Department of Agricultufe estimates farm
inventory change fbr states and for the nation by weighting changes inﬁ
pﬁ&sical inventories by calendar year average prices., All livestock on

farms are counted as inventory, while crop inventories exclude

1Farm Income Situwation, July, 1966, pp. 21, 43,
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quantities held under CCC loan. Separate estiﬁates of inventory

1 Two

change are made for six livestock items and nineteen crops.
county income studies that report the method used to estimate the
value of chgnge in farm inventories-~-Kentucky and Pennsylvania--
allocate this quantity, whether positive or negati&e, in proportion

to total cash receipts from crops and 1ivestock in Census years.,

A consideration of changes in farm inventories‘in Iowa'over fhe
postwar years shows that for that stéte, attention can be restricted
to three livestock items, four cropé, and a residual. The livestock
items are cattle,Ahogs, and chickens; and the crops are corn, soybeans,
:oats,band hay. County data on the numbers of cattle, hogs, and
chipkené on farms as of January first are available from state sources,
and changes during the year can be useﬁ to allocafe changes in the
corresponding cdﬁponents of state farm inveﬁtories. One possible
allocator for-the crop components would be the differgnce between the
quantity of a crop sold during the year and the quantity produced.

Both quantities are repofted for major crops in_thé Census of
Agriculture, and since prices may be assumed to be virtually constant
»throughout the state, the difference between quantity sold and quaﬁtity
produced would appear to be proportional to the value of inventory

change. However, important quantities of each of the four major

lU. S. Department of Agriculture, Agricultural Marketing Service,

‘Gross ‘and Net Farm Income, vol. 3 of Major Statistical Series of the
U, S. Department of Agriculture: How They are Constructed and Used
(Agriculture Handbook No. 118; Washington: U. S. Government Printing
Office, 1957), pp. 16-17.
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Iowa crops are used on the farm aé feed, and there are wide inter-
county differences in amounts retained which relate fo regional
differences in farm speciaiization. An alternative approach would
follow from the assumption that change in crop inventories in a given
year is proportional to the change in production from the preceding

_ year. When production increases for the sfate as a whole and
inven;ories for the state also increase, this assumption implies that
the increasé in inventories should be distributed to counties in
proportion to their increase in production. Conversely, when both
inventories and production decrease, the amount of the decrease
becomes the basis for ailocation to counties. It is possible, however,
that crop inventories would decrease when production increases, or
that the inventories wouldvincreaseiwhen production decreases. In
these cases the change in production does not ﬁrovide a réasonable
basis for allocating inventory change. Current year prodﬁction shouldA
be the allbcator in these cases, siﬁce it provides a measure of the
importance of the crop in the county.

The problem remains of how to deal with tﬁe change in the value of
inventories for those livestﬁck and crop items which are not large enough
to merit separate treatment. ‘The sum of estimated invéntory cﬁange
for the séparately treated items is suggested as an allocator. For
years.in Which this sum and the résidual change-in the same divection,
the estimated‘change'in the value ofvfarm inventories in each county
is increased proportionately, while a change in the opposite direction

leads to a scaling down in absolute value of the estimated change in
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farm inven;ories.v'lt does not seem unreasonable that in those yeérs
in which inventories of most types are increased or décreased, this
adjustment would be gengral across counties but that in those years
when inventory changes were mixed, farmefs inba particular county
would increase inventories of some items while reducing them for others,

The recommended allocators for the components of famm inventory
adjustment are shown'in Table 11.

5. TrénsferJPayments, Other Labox Income; and -
Contributions for Social Insurance

Either because the data are good (transfer payments) or poor
(other labor income and contributions for sécial insurahce),-there is
‘less to be said about their estimation than about other categories of
personal income. TFor this reason, these components are grouped
together in a single section. These cétegories of income, although
smaller, nevertheless merit careful attention. Transfer payments,
nationally the fourth largest income category, were 7.5 per cent of

U. S. income in 1965, and 7.3 per cent of the personal income of Iowa.

Transfer Payments

In terms of reliability, Ehe estimation of transfer payments of
personal income by county is one of the most satisfactory of the major
components of incoﬁe.- This is true pgrticularly because of the
rapid increase, over-reCent years, in 6ld-age and Surviﬁors insuraﬁge
benefits, which by 1959 made up two-fifths of the natiomal total.

Transfexr payments to persons are made by the federal govermment,
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~ TABLE 11

ALLOCATORS FOR VALUE OF CHANGE IN FARM INVENTORIES

- Income Ccmgonent

Céttle
Hogs
Chickens
Corn

Soybeans

Oats
Hay

ther livestock and érops

Allocator and Source1

Change during year in number of

cattle on farms (IGLR)2

Change during year‘in number of
hogs on farms (ICLR)2

Change during year in number of
hens on farms (IDA)?

Change from preceding year in corn
harvested for grain, bushels (IpA)3

Change from preceding year in
soyheans harvested for beans,
bushels.(IDA)3

Change from preceding year in

oats production, bushels (IDA)3

Change from preceding gear in hay
harvested, acres (IDA)

Sumn of the preceding components
of the value of change in farm
inventories '

1see Table 2 for key to symbols for -source.

%\hen this change differs in sign from change in value of
inventories, average number on farms during the year should be

" the allocator.

3When this change différs in sign from change in value of
inventories, current year production should be the allocator.
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state and local government, and businesses. The allocation of transfer
payments to counties presents few conceptual difficulties, although
-the number of components making up fﬁis income category 1s especially
large. The reader méy wish to turn at once to Table 12, which lists
the;e components at the level of disaggregation that will concern us

in this-section.

: Most transfer payments from the federal government consist of
benefits from socia} insurance funds and payments to veterans. O0ld-
age and survivors insurance benefits may be allocated go counties on
‘the_basis of the dollar amount of monthly benefits in current payment
status, which has been tabulated annually by the Social Security '
Adminisﬁration except for 1950, Lump sum death benefits are not
tabulated by couﬁty but are of much smaller magnitude.- Benefits
under the state unémployment insurance program may be distributed to
counties on the basis of county tabulations of benefits received by
state unemployment securit§ agencies. In states where these data are
not available for 1950, unemployment, as given by the Census of
Population, may be used as a substitute. The other major components
‘of benefits from social insurance funds are unemployment and retirement
benefits péid to railroad and federal government civilian emplo&ees.

No county data are available fot these components, and they must be
allocatgdvaccording to the number of employees in the respecfive
industries; | |

There are no tabulations by county'of the amounts paid to veterans,

but these amounts may be allocated to counties according to the number
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TABLE 12

ALLOCATORS FOR TRANSFER PAYMENTS

Income Component

0ld-age and survivors insurance
benefits

State unemployment insurance‘
benefits

Railroad uneﬁployment and
retirement benefits

Federal civilian unemployment
benefits and pensions

Government life insurance
benefits

Veterans pensions and
compensation
Other payments to veterans and

military retirement

State and local government -
pensions

Direct relief

Opher government transfers

Business transfers

Allocator and Sourcel

Dollar amount of monthly OASI
benefits in current payment
status (HEW)Z

State unemployment insurance
benefits paid (IESC)

Number of railroad employees (CP)
Number of federal civilian
employees (CP)

Number of World War II and
Korean War veterans (CP), (VA)

1950 and earlier: number of WW II
veterans (VA), 1951 and later: number
of Korean War veterams (CP), (VA)

Number of World War Ii veterans
(cp) s (VA) o

Estimated state and local government .
wages and salaries

Benefits paid under state social
security programs, average of fiscal

. years (IDSW)

Population (CP)

Average of estimates from two alloca-
allocators: 1) estimated private
sector wages and'salgries, and

2) retail sales (CR)

1see Table 2 for key to symbols for sources.,

-2

3See Table 5.
4See Table &.

For 1952 and-later, year-end to year-end averages.
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of veterans in the categories primarilj recelving payments of the
various types. Goverﬁment life insuraﬁce benefits, an iﬁportant
component of personal income in the early 1950‘3, are best allocated
on the basis of the number of World War II and Kofean War veterans.
After 1950, veterans pensions and compensation were paid primarily to
Korean War veterans. Hence the number of Korean War veterans should
be used to allocate this.component from 1951 onward, and the number of
World War II veterans should be used for the earlier period. Other
payments to veterans and.military retirement should be allocated
according to the number ofIWOrld War II veterans., Although military
retirement might be broken out and allocated in part on the basis of
the number of World War I veterans, this component is very small,
and reliable data for World War I veterans aré available only for
1960. Other payments to veterans were an impoftant.component of
personal income only in the late 1940's, when they included terminal
leave pay, veterans feadjustment allowances, and similar items .t By
1965, Viet Nam War veterans were not yet an important group.

The distribution of veterans by county is reported in the Census

of Population for 1960 but not for 1950. Howevér, the Veterans

Administration estimated the number of veterans on the basis of a one

per cent sample of the recipients of the first Govermment Life Insurance

lFo_r a discussion of transfer payments to veterans, see Charles F.
Schwartz and Robert E. Graham, Jr., Personal Income by States Since 1929:
A Supplement to The Survey of Currxent Business. U. S. Department of
Commerce, Office of Business Economics (Washington: U. S. Government
Printing Office, 1956), pp. 132-134,
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dividend, paid in June 1950, and this estimate may be used for'the
earlier year. Tﬁé Veterans Administration also tabulated the'éounty
distribufion of Korean War veterans on the basis of address immediately
after discharge, and these tabulations exist for 1953, 1955, and 1958,
Although no adjustments are made in the data‘for subsequent éhange in
address, changes in the county of ;ésidence of Korean War veterans
were probably much smaller over this period thén the number of ne& '
veterans 1eaviﬁg the service.

Several small componénts of federal transfer payments remain,

' chief among them federal payments to non-profit organizations and
federél scﬁolarship payments, which are not sufficiently large, af
least in Iowa, to merit individual treatment. These components
may be allocated according to civilian population. |

' The preferred 5llocators for the compohents of federal ﬁransfer
payments, summarized in Table 12, may be‘compared with those selected )
in other county income studies. One difference among various past
studies is the number of components of tranéfer payments which are
digtriﬁuted-to counties éﬁcofding to p0pﬁ1ation or to the size of
some segment of the population. Pennsylvania uses population to
aliocate federal qivilian'pensions. Arkansasluses,wbite male
population 65 years of age and over to éllocate railroad unemployment
aﬁd retirément‘benefits, federél civilian pensions, government-life
insurance bEnefité, state and local gévernmeht pensions, and othef

transfer payments from federal, state, and local governments. These
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alternatives are less satisfactory than those indicated above because
(1) the geographic distributionvof retired government and failroad
employees is probably closer to the distribution of present'employees
than to the distribution'of population or to the aged male population in
general;'(Z) railroad unemplpyment beﬁefits are not received by

persons over 65; (3) most governﬁent life insurance benefits are
received by veterans or thelr survivors under 65 years of age; and
persons.

Another source of variation in the treatment of federal transfer
payments occuré in the allocation of payments other than those
associated with social insurance funds or veterans. In the Oklahoma
study "other".transfer payments from governments, federal, state, and
local, are allocated according to monthly OASI benefits. Illinois
allocates federal payments to non-profit organizations to counties
in proportion to estimated total wages and salaries in education.
Since “other" federal transfer payments cénsist primarily of federal
érants for hospital constrﬁction, grants to private colleges, and

scholarships,1

these choices seem to be poorly focused.

Finaliy, there are a number of differences in the treatment of
payments to veterans from that suggested'above. Most of these
differences arise from greater dilsaggregation. of phe components and a

less careful appraisal of the principal recipients of each typebof

benefit. Illinois, Oklahoma, Pennsylvania, and the National Planning

libid., p. 134.
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Association include World War I veterans in the aliocatot for
governﬁent life insurance benefits; and Maryland also includes
military personnel stationed in the state, although the'shére of
benefits received by both groups are small cbmpared to their size.

It remains to consider transfer payments originating in state
and local government and‘iﬁ the business sector; The largest
components of state and local government transfers are employees'
pensions and direct relief payments. Pensions may be allocated to
counties in proportion to state and ;ocal government wages and
salaries, as estimated previously. Direct relief payments should be
allocated acéérding to bgnefitg'paid'under the state public assistance
programs whiéh are eligiblé for federal support under the Social
Security Act. fhesé programs, which make up most éf direct relief,
are old-age assistance, médical assistance f§r the aged, aid to
families with dependent children, aid to the blind, and aid to the
permanently and totally disabled. Total payménts under these programs
exceed'direct relief payments, howe?er, because they include payments
to vendors as‘well-as payments to persons. Other state and local
. government payments which are quite small, may be allocated according
to population. An exception is that in the eariy;postwar period,
some states provided bonuses and aid_tb'veterans, which should be
allocatéd according to the ﬁumber of World War II veterans. Business
transfef payments include a nﬁmber of.miscellaneous items, inéluding

corporate gifts to non-profit organizations and consumer bad debts,
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with regard to which existing county data are not very relevant. One
means of handling this component would be to average allocations bésed
on wages and salaries, as estimated previously, énd retail sales.

Only minor variations in the treatment of state and local
government and business tramsfers occur in the surveyed studies.
Illinois was able to utilize some direct data on state and local
governmeﬂt pensions while Oklahoma allocated other state and 1ocai
goﬁernment transfers according to public assistance payments, Single
allocators were used in all but one of the studies to allocate business
transfers, and included estimated wages and salaries, estimated wages
and salaries plus non-farm proprietors' inéome, retail sales, and
population, The National Plannihg Asgociation used retail sales to
allocate consumer ba& debts and estimateﬂ wages and salaries and

non-farm proprigtors' income to allocate the remainder.

Other Laboxr Income

Other labor income is the name given to a heterogeneous group of
income components whose combined magnitude has been until recent years

quite small. One component, employer contributions to pension and

welfare funds, has, however, grown rapidly; and in 1965 other labor

income-was 3.5 per cent of personal income of the United States and 2.7
per cent of that of Iowa. In_addition to employer contributions to
pensidn and welfare funds, other iabor income inclﬁdeS‘compensatioﬁ
to employees for industrial injuries and pay of military reservists,

Fees recelved by directors of corporations, supplemental unemployment
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benefits, and a handful of minute components, such as fees received
by jﬁstices of the peace, contribute a small residual.l

In spite of the fact that other labor income is now an important
category of personal income, virtually no county data exist which
indicate its magnitude, either directly or indirectly. Hence county
income studies must adopt allocators which are more éppropriate as
indicatofé of other components of income. Tﬂe mostvcommon practice is
to allocate all components of other labor income in proportion to
its share of estimated wages and salaries; Arkansas, Oklahoma,
Pennsylvania, Kansas, and the National Plénning Association take this
approach, Illinois allocates employer_contributién‘to private pension
and welfare funds according to wages and salaries in mining, manufacturing,
and public utilities only, while Kentucky allocates compensation for
injuries by weightingnwages and salafies by industry in proporﬁion to
injury benefits paid in the state. Illinois uses allocators other than
- wages and salaries in several instancés. Compensation for injuries is
allocated by a weighted sum of industrial deaths‘and other work injuries;
pay of military reservists, by male population in selected age groups;
and the remainder, by population. Kentucky allocates pay of miiitary
reservists by the number of veterans.

_ With the data situation so unsatisfactory, none of these alternatives

‘can be considered unreasonabie. Pay of military reservists is probably
best allocated by number‘of veterans in the eariy posfwar years, but

from about 1950 onward, male population of military age is probably the
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better allocator. The residual components of other labor‘income are
probably associateQ more closely with wages and salaries than with
populatioﬁ. Iowa daté pérmit the allocation of compensation for work
injuries by the number of injuries since 1959; and before that date,
-a weighted sum of ﬁages and salaries by industry, the weights based

on state totals of injury benefits by industry, may be used.l However,
rather than weight wages and salaries by industry in proportion to an
industry's share of injury gompensation.péyments, it seems preferable'
to weight them by tﬁe state ratio of industry injury payments fo wéges
and éalaries. Ihe-resulting index would provide an exact measure of
injury compensation by county if the ratio of compensation payments to
wages in each industry were the same in all counties.

A more important refinement in the treatment of other labor income
follows from the fact that a similar index can be constructed as an
allocator for émployer contributions to private pension and welfare
funds. The weights, however, must be derived from national data.
Contributions by corporations to private pension and welfaré funds are
reported oﬁ federgl tax returns, and are tabﬁiﬁted byAindustry in

2

Statistics of Income annually except for 1951, Welghts may be formed

1'Iow.a Bureau of Labor, Statistical Department, Iowa Work Injuries
(Des Moines, quarterly).

4 2U.'S. Treasury Depaftment' Internal Revenue Sérvice, Statistics
of Income: Corporxation Income Tax Returns (Washington'- u. s.
Government Printing Office, annual).
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by dividing these values by industry wages and salaries, reported in

the annual national income issues of the Suxrvey of Current Business.

The preferred allocators for components of other labor income are

summarized in Table 13,

Contributions for Social Insurance
Just as benefits received from social insurance funds are treated

as components of personal income, contributions by individuals to social

TABLE 13-

ALLOCATORS FOR OTHER LABOR INCOME

Income'Compoﬁent _ Allocator and Sourcel
Employexr contributions to ~ VWeighted sum: Estimated wages and
private pension and welfare salaries by industry times ratio of
funds employer contributions to wages and

: ' salaries, for the U.S. (ID), (scB)2
Compensation for injuries " Number of work injuries (IBL)3
Pay of military reservists: Male population of military age (CP)a
Residual components Estimated'wages and salariess

Isee Table 2 for key to symbols for source,

2See Table 4.

3For years prior to 1959, the allocator should be a welighted sum:.
- estimated wages and salaries by industry times ratio.of compensation
for injuries (IBL) to wages and salaries, for the state. See Table 4.

4For 1950 and earlier, the allocator should be number of World War -
II veterans (VA). '

5See Tables 4 and 5.
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insurance funds are counted as deductions frbm personal income, Hence,’
fo grrive at estimates of persoﬁal incqme by county, these contribu-
tions must also be allocated. Nationally, personal contributions to
social insurance funds were equal to 2.5 per cent of personal income 
in 1965, while in Iowa these contributions were equal to 2.2 per cent
of pérsonal income. There are virtually no county data on the
components of this category, and the allocations must be made on fhe
basis of estimates of other income components. However, contributions
to social insurance funds are closely related to wage and salary income
and to proprietofé' income, so that contributioﬁs to social insurance
funds may be estimated almost as reliably as‘are these ihcome'components.

Six categories of contributions fo'socialiinsurance funds may be
distinguished. These arevself-employéd persons' OASI contributioﬁs,
premiums for government life insﬁrance, and four types of contributions
by employées: 0ASI, railroad retirement, federal civilian government
retirement, and state and local government retirement. The'contribu—
tions_by employees to the various funds Should be aliocated to counfieé
‘in proportion to wages and salaries in covered industries, except that,
since federal employees are excluded from OASI céverage if they are
covered by the federal civilian retirement program, the OASI and
federal civilian componehts should be combined for purposes of élloca-
tion. The wage,an& salary gotal that should be:used in the allocation
ofvthe‘OASI—federal civilian empioyees' contributions varies in

industrial coverage from year to year in accordance with amendments
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to the Social Security Act. Railroads should be excluded in all years,
the military béfore 1§57, and farms, domestic services, and non-profit
organizations should be excluded before 1952.1 The extent of OASI
coverage of state and local government employees varies by state, and
wages and salaries in this sector should be weighted to reflect the
extent of coverage. Data suitable for this purpose are the estimates
of the extent of coverage prepared regdlarly by the Bureau of 0ld-Age
and Survivors Insurance,2 Coverage of state and local governﬁent
employees in Iowa, however, is virtually complete.

Amendments to the Social Security Act also indicate a varied
treatment of self-employed persons' OASI contributions, which began in
1952, TFor the years 1952-55, the allocator should be non~farm
proprietors' income, and from 1956 onward all proprietors' income
should be used. Since self-employed physicians ﬁere not covered until
1966, a refinement to exclude them would be appropriate, but not
justified by the magnitudes involved. The largest share of government
life insurance payments are made by World War II and Korean War veterans,
so their number provides a suitable allocator for this component.

The preferred allocators are shown in Table 14, Most of the
county income studies surveyéd used less disaggregatiop thanAthe

procedures selected. Kentucky, Arkansas, and Pennsylvanié each used a

1Charles I. Schottland, The Social Security Program in the United

2Department of Health, Education and Welfare, Social Security
Administration, Bureau of Old-Age and Survivors Insurance, State and
Local Government Employment Covered by OASI (Washington: U. S.
Governuent Printing Office, quarterly).
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TABLE 14

ALLOCATORS FOR CONTRIBUTIONS TO SOCIAL INSURANCE FUNDS

Income Component -

OASI employees

OASI self-employed persons

Unemployment insurance, except
railroad and government

Railroad retirement and
unemployment insurance

Federal civilian retirement and
unemployment insurance

State and local government
retirement

Government life insurance

Allocator and Source1

Estimated wages and salaries except
railroads %nd federal civilian
government”

1951-1954: Estimated non~farm -
proprietors' income. 1955 and later:
Estimated farm and ngnwfarm
proprietors' income.

Estimated wages and salazies except
railroads and govermnment :

Estimated railroad wages and
salaries

Estimated federal civilian wages
and salaries

Estimated state ang local government
wages and salaries

Number of World War II and Korean
War Veterans (VA), (CP)

lsee Table 2 for-key to symbols for source.

2See Tables 4 and 5.

3
4
See Table 4,

5See Table 5.

See Tables 7, 8, 9, 10, and 11.
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single allocator for contributions to social insurance funds, while
Kansas provided separate treatment only for OASI. contributions by self=-
employed persons., More complete‘disaggregation‘Qogld appear worth-
while because of the variations in coverége noted above and because,
since no new data collection is involved, the cost of disaggregation
is low. Detailed allocations for these contributions are made only by
the Illinois and National Planning Association county income studies,
and the procedures of these studies are similar to thosg giventabbve.
Two errors made by the National Planning Assﬁciation are the omission
of gpvernmeﬁt sector wages ahd salaries from the allocator for OASI
contributions by employees and the omission of farm proprietors’

income from the allocator for OASI contributions by self-~employed

.persons. Both studies make separate allocations for.OASI employees and

federal civilian employees. Iliinois gives a more detailed treatment
contribution by employees of state and local government, and the
National Planning Association gives a more detailed treatment for

government life insurance.

6. Synthesis-and. Summary
In the pfeceding pages, the selection of county allocators for
components of pefsdnal income has been consideréd in detail. For.a
majority of the componenfs_of persoﬁal income, the allocator which was
chésen as most satisfactory differed‘from the typical éhoiceé in recent
estimates of county personal income. If the components of personali

income are weighted according to their magnitude, the proportion of
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personal-income for which significant innovations have been suggested
is quite high. Clearly there ié coﬁsiderable room for improvement in
the selection of county allocators.

Yet to be considered are the impiications of this newly selécted
group of allocators for the detail and frequehcy with which meaningful
seté of personal income accounts can bé prepared, There would appear
to be opportunity for substitution between detail by component and
freqqency in the reporting of personal income. Meaningful and useful‘
estimates of total personal income might be reéortable at short
'intervals, say annually, if no significance were attached to the
estimatesvof the underlying éomponents.-'The greater frequency of
reporting for total persomal income Qould be‘justified if errors in
the components cancelled, at 1eas£ to some extent, so that the errot‘
in persbnal income (reported) was smaller than the errors in.income
components (not reported). While the conjecture of.offsetting errors
is plausible, the probability mechanism insuring randomness is not
completely specified. This ques;ion is most serious when the‘mqre
frequent county income estimates take the form of current'estimatés
based largely on:eXtrapolations of recent trends. A further difficulty
in reliance on offsetting errors is that, in preparing county income
estimates for additional years, primary interest attaches not to the
magnitudé of personal income, buﬁ to the change that opcurred over
the time interval sepfrating the two estimatés. The errors in income
compbnents must be offsetting to such a degree that the change in income,

and not just its absolute magnitude, is a meaningful statistic,
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. The éuestion of frequency and detail can also be discussed by
considering, in turn, the maximum amount of detail by coméonent with
vhich county income estiﬁates can be provided for any year,‘and the
‘frequency with which maximum detail can be obtained. The maximum
lefel of detail for county income estimates may be compared to the
lévél'of detail provided in the state personal income accounts of thé
Department of Commerce. Totals only are reported for property income,
non-farm proprietors’' income, farm proprietorsf income, transfer
payments, other 1gbor income, and contributions to social insurance,
Enough data are available at the county level to make separate
estimates of each of these éuantitiesu With reéard'to wages.and
salaries, however,'couhty wége and‘salary data do not permit tﬁe high
degree of disaggfegation of the state estimates. Tﬁe maximﬁm |
industrial detail at the county level would appear to consist of the

'nine‘major indhstries of County Business Patterns, plus farming,

railroads, fedgral civilian, military, and state and local government.
The small magnitude of wages and salaries in sdme of these industries
suggests that they might be combined with- others. The following
composite industries might be adopted: (1) farming, agricultural
- services, forestry, fisherieé, and mining; (2) rgilroads and other
transportation and pubiic utilities; and (3) federal civilian govermnment
- and the military. If all of these aggrégates Vére employed, -wages aﬁd
salariéé would be reported in ten component détail.

As ﬁe have seen, there is no year in which county allocators are

available for all components of personal income. In choosing any year
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for county income estimatiqn, it is not sufficient to attempt to find
- a year for which many allocators are available. Instead, one must
look for a year around which allocators tend to group. In this way,
years can be chosen such that measures of most components of personal
income are drawn either from the same year or a year that is close.
A further consideration in the choice of a set of years for county
ipcome estimates is that a set of income accounts 1s more convenieht
for analytical purposes if the estimates are made at regular intervals.

Tables 15, 16, 17, and 18 shbw the years for which each of the
'-preferred allocators selected in preceding sections are available.
Only the allocators for net farm income and contributions to social
insurance funds are omitted. Similar tables could be constructed for
the frequenéies of»coﬁnty income ‘allocators for other states. The
tables provide a visual summary whicﬁ can be extremely helpful in
evaluating the possibility of county income estimation in‘each of
the years:1947-1965, although it mﬁst be remembered that soﬁe
allocators apply to larger income components than do others. An
'examingtion of Table 15, which covers wage and salary allocators,

indicates that for the most part, County Business Patterns data are

available at three-year interyals beginning in 1947. The only exception
in the appearance of the publication in 1951‘rather than 1950, An
alternati&e set of years suggested by Table 15 is that obtained“by
taking five-~year inﬁervals from 1948, The advantage of these years is

that in all cases both County Business Patterns and all industrial

censuses appear either for the designated year or the year immediately



TABLE 15

FREQUENCY TABLEAU FOR WAGE AND SALARY ALLOCATORS

: ' 1948 1950 1952 1954 1956 1958 . 1960 1962 1964
Allocator and Sourcel - 1947 1949 1951 1953 1955 1957 1959 1961 1963 1965

First quarter payrolls (CBP) x x x x x x X X x
Farm wages. (CA) x - _ X : X x
Manufacturing payrolls (CM) x S x x : X

Wholesale trade o
payrolls (CW) s x x

. Retail trade payrolls (CR) x 3 X X
Railroad empioyment (CP) . x x

Domestic services
employvment -(CP) 3 X

Federal civilian .
employment (JCRN) X X

Military personnel (CP), o»2x x x x X X X X X X X X X X X X X X X

State government

payrolls (SBSI)3 X X x*x %¥ X X X X X X X X X X X X X X X
Local government .
payrolls (CB), (IESC) X x X x x
1

See Table 2 for key to symbols for source.
2Collected by the author for 1950-1962 only.

37abulated only for fiscal 1947, 1949, 1954, 1959, and 1962.

¢St



TABLE 16

FREQUENCY TABLEAU FOR PROPERTY INCOME ALLOCATORS

] L 1948 1950 1952 1954 1956 1958 1960 1962 1964
Allocator and Sourcel 1947 1949 1951 1953 1955 1957 1959 1961 1963 1965

Assessed value of non-farm .
residential property (ISIC) x x x X X X X X X X X X X X X X X X X

Assessment ratios .
(1STC), (TSC) ' x X X X X

Number of establishments with _ .
1-3 ewployees (CBP) x X X - x x ' x X X X

Cash receipts from
farm marketings (CA) X x x x

Share of farmland rented,
(cA), (IDA) 3 X X X X X %X X X X X X X X X X ¥ X x x

Size distribution of
income (CP), (ISTC) x x X X

Share of dividend (interest)
income reported by income _
size class (TD) : X X X X X X X X X X X X x X

Demand deposits at federal
reserve member_banks (FRB) X X x p 4 p.4 x x X x X

1See Table 2 for key to symbols for source. -
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TABLE 17

FREQUENCY TABLEAU OF ALLOCATORS FOR NON-FARM PROPRIETORS' INCOME

, . 1948 1950
Allocator and Sourcel 1947 1949 1951

Number of establishments
and number of employees,
by industry, first quarter
payrolls (CBP) X x : X

Number of proprietors:
retail trade (CR),
wholesale trade (CW),
business services (CS) x

Adjusted gross income of
business proprietors,
selected industries (ISTC)

Adjusted gross Income of
professional workers (ISTC)

Annual payrolls, business
services (CS) : x

Number of physicians (HEW)2 | X
Number of lawyers (BA)Z x

A

1see Table 2 for key to symbols for source.

2Can be tabulated annually from professional

1952 1954
1953 1955
p 3
x
x

directories.

1956

1957

1958

1959

1960

1962
1961

1963

1964

1965

LST



TABLE 18

‘FREQUENCY TABLEAU FOR TRANSFER PAYMENTS AND OTHER LABOR INCOME ALLOCATORS

' 1948 1950 1952 1954 1956 1958 1960 1962 1964
Allocator and Sourcel . 1947 1949 1951 1953 1955 1957 1959 1961 1963 1965

Monthly OASI benefits in
current payment status

(HEW) v x x X "x x X X X X X X X X X X ¥ X X
State unempldyment insurance _ .
benefits paid (IESC) } X X X %X x x
Number of railroad o _
employees {CP), . X » %
Number of federal 4 o
civilian employees (JCRN) ' x X
Number of veterans (CP), (VA) x X x x X

Benefits paid under state n . '
social security program
(IDSW) o X X X X X X X X %X .X X X X X X X X X X

Population, and population : _
of military age (CP) X X -

%
]
o
]
»”
H]
"

Number of work injuries

1See Table 2 for key to symbols for source.

- 86T
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preceding and following. The only exception, the absence of the

Census of Governments in the early postwar period, can be remedied

with unpu$1ished data available at the same frequency. The presence
of three compdnents for which allocators exist only decennially
does not weigh heavily against the choice of five-year intervals,

Table 17, which gives the observation frequencies for allocators
for noﬁ~farm proprietors'.income, shows a similar picture, in part
because the same data sources are iﬁportant.for both categories of
income. The priﬁcipal differences are the greater importance qf the
state personal income tax déta, which exist only for 1963, and the
irregularity of othér data related to the distribution of professional
income. A somewhat differeﬁt data situation is_revealed in Table 16,
which refefs to alloéators for property incomé. The allocators for
- monetary rent from business property aﬁd imputed rent appear at
intervals which neveriexceed three years. The three remaining
cémponents of .property income, however, are each allocated by combining
two series, one of which is observed frequently and the other observed
infrequently. The more frequently observed series should be given only
moderate weight in appraising the frequency with which these property
incéme components can be estimated.

The sharpest contrasts in data availability are seen in Table 18,
‘which gives the frequency of obsefvation for the transfer payments and
;other'labor income allocators. The allocators for two of the largest
components are avajlable annually, while the allocators for other

components are available decennially or irregularly. The data
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situations for allocators not shown in the tables are readily
summarized. Sufficient data for the estimation of farm income by the
éllocation method exist only for the years 1949, 1954, 1959, and 1964,
although related data, available for interpolation, appear annually.
Employer contributions to private pension and welfare funds and
employee contributions to social insurance funds are associated
primarily with allocétors for other income components, especially
wages and salaries, whose frequency of observation has been noted
already.

| It may be concluded from this analysis that the estimation of
county pérsonal income by major COmpoﬁent is both feasible and meaningful
in view of the existing data at five-year intervals over the postwar
périod, and that the years 1948, 1953, 1958, aﬁd 1963 are years
particularly.favorable for estimation;:'Some increase in fréquency,
perhaps to three-year intervéls, could be adopted without.impairing
the>quality Qf the county income estimates seriouély, although the
reduction in the reliability of estimated changes in income would be
suﬁstantial. |

The possibility of frequent estimates of coun£y personal income in

Iowa for the years since 1963 is somewhat brighter. The Bureau of the

Census plans to continue the publication of County Business Patterns

on an annual basis, thus providing a regular source of wage and salary -
data. The Iowa State Tax Commission intends to prepare magnetic tapes

containing selected information from state personal income tax returns,
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and these could provide a continuing source of information for the
‘allocation of wages and salaries of governmeﬁt employees, income of‘
non-farm proprietors, and the size distribution of income. The annual
data on the farm sector and major components of transfer payments may
be added to this list. These considerations suggest that in the future
the problem of frequency of observation of county income allocators
should largely disappear, although there will still be lags in
availability;

An important result of the analysis presented in this chapter is
the greater precision with which the need to supplement allocation
methods with more powerfiill techniques can be defined. _Situs adjustments
are needed for many of the components of personal income. In the
~estimation of wages and salaries only a few industrial components do
not require adjustment for residence: farm wéges, whereAintercounty
commuting may be assumed low; state goverﬁment; and the several
- Industries where wages and salaries are allocated on the basis of
emﬁloyment. All the components of non-farm proprietors' incomé reqﬁire
situs adjustment, éxcept‘where 1963 state income tax data are used, as
do most componeﬁts of other labor ihcome and contributions to social
insurance funds. 1In addition, situs adjustments should be ﬁade, if
possible, for the monetary components 6f rental income, imputed interest,
and business transfer payments. | o

A c§mmon aspect of almost all theée coﬁponents of personal income
is that the allocators vhich have been selected for their estimation

by county may be expected to differ in their geographic distribution
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from the components they are intended to measure in a.way closely
related to intercounty commutiﬁg. fhe rélationéhip is most immediate
in the cases of non-farm wages and salaries and proprietors' income,
and is only slighfly less direct for other labor income and contribu-
tions to social insurance funds, where ﬁany of the same ailocators are
used. But the connection should also be expected to exist for those
components of property income and transfér payments for which the
allocators used are bank deposits and retail sales, since a household
can reduce transportétién costs by choosing the same community for
banking and shopping as for employment. Thus, while the adjustments
that must be made on counﬁy income estimates to place them on a
"where received" basis aré exfensiVe; the task is greatly simpiified,
conceptually, if all of these adjustments are related to commuting.

Two other respects in which allocation methods are insufficient to
yield reliable income estimates by county require developments in
statistical theory. First, in or&er to use the OASI and industrial
census payroll data for the estimation of wages . and éalaries, a means
must be found to supply missing values for Small counties satisfactorily.
The same allocators reappear in tﬁe estimation.of business transfers
payments and of some components of other labor income and contributions
.to social insurapce funds. The same pnoblem‘iﬁ aﬁother guise--the
estimatién of employment in small'counties—-must be resolved in order
to implement the approach to situs adjhstmeht developed below. The
second problem that requires statistical analysis is that of improving

the reliability and time-focus of county income estimates by using
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related series to‘interpoléte the most reliable allocators. Such an
-interpolation procedure is needed for the estimation of manufacturing
and wholesale and retail trade wages and salaries, and particularly, for

the estimation of farm proprietors' income. It is to this last problem

that we now turn.



CHAPTER THREE

MATHEMATICAL METHODS FOR
COUNTY INCOME ESTIMATION I:
INTERPOLATION OF TIME SERIES-CROSS
SECTION DATA USING RELATED SERIES
One of the most pervasive probiems in the statistical adjustment
of data, both in county inccme estimation and other areas éf ecoﬁomic
sfatistics, is the estimation of a quantity for a pafticular year when
observations for tﬁat'quantity are available only for some other year
or years. ~Sometimes the stétiétician's oﬁly alternative is to use the
.data for the years they are available; other times the standard
_formula for arithmetic or geometric interpolation can be used to center
"the data on the desired years. A much more satisfactory situation
exists when there are data for variables related to the variable of ‘
interest both for the years that it is available and the years for
which an estimate is desired. The problem isAthen to choose an
apprbpriate way to utilize the data for the related variables.
Economists concerned with the production of gconomic‘statistics

have usually approached the proﬁlem of utilizing related data by
choosing, as an estimate of the desired variable, an gg_hgg function
of the observed values of desired and related variables. Specifically,
~ the attempt is made to use the related variables to adjust, in some
plausible way, the fesults obtained by simple arithﬁétic or geometric

interpolation. The absence of statistical theory and methods in this’

164
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work, either in choosing or evaluating the function used as an
estimator is somewhat surprising, since the problem of estimating the
values of desired variables is so clearly a problem in statistical
forecasting, a familiar topic to most economists. Nevertheless, ;he
alternative approach of specifying and estimating a linear statistical
model, and using this model to generate the desired vaiues, appears to
have been little used in the construction of economic statistics.

In fhis chapte; we take up the question of méking estimates of
quantities for desired dates in the context that is most important
for county income estimation. We asSume that botﬁ time series and
cross section observations exist for the relevant variables; ﬁowever,
the time series is short, while the number of elements in the cross
section (the counties) is fairly large. In addition to data for
which an estimate is to be made, there are assumed to be time series-
cross section data for a number of related vériables that might be
utllized in making the estimate. The outline of the chapter’is as
follows: we first consider previous work dealing with methods for
the usé of related series in interpolation; second, we introduce a
simplified version of the time series-cross section model that willA
be reccmmended for this purpoée;.third, we derive some results that
are useful in évaluating the estimates generate& by the model; and
Afinaily; we present some generalizations of the model whiéh are

needed in applications.
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1. Current Methods of Interpolation
Milton Frieaman has discussed the nonstatistical methods for

using a related variable x, to interpqlate a variable &; that dominate
research practice, and has suggested a statistical method of interpbla—
tion.l Consider the simplest case, in which X, is observed at the
equally spaced dates t = 0, 1, 2, while y,, the variable to be
interpblated, is observed only at t = 0 and t = 2. The non~statistical
methods all assume some exact relation between the deviation of Xe
from its trend at t = 1 and the deviation of Ve from its trend at t = 1,
On this assumption, the movement in x; except for trend is assigned

to yy; the values of x, are used to make an adjustment on the trend

of y.. Different researchers have made alternative assumptions about
the'relatioh between the deviations of X, and yt_from their respective
trends;—for example that the deviations were of equal magnitude, or
that the ratios of the deviations to trend values were equal.2 The

trend value at t = 1 has been computed as the arithmetic mean of the

values at t =0 and t = 2 by some, and as the geometric mean of these

Ltilton Friedman, "The Interpolation of Time Series by Related
Series," Journal of the American Statistical Association, 57 (December,
1962), 729-~57. Our notation X, Y, reverses Friedman's usage.

2Three examples cited by Friedman of non-statistical interpolation
by means of related series occur in: Simon Kuznets, National Income
and its Composition, 1919-1958, II (New York: National Bureau of
Economic Research, 1941); U. S. Department of Commerce, Office of
Business Economics, National Income, 1954 Edition, A Supplement;
and Allyn A. Young, "An Analysis of Bank Statistics for the .United
States, Part IV, The National Banks,' Review of Economic Statistics,
IX (July 1927), 121-41, -
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vélues by others. Friedman shows that all the variants 6f the non-
statistical method have a common defect: unless the correlation
.between the deviations from trend for the two yariables is unity, too
much of the ﬁovement in x_ is imputed to §t' The non-statistical
procedures cannot be optimal in the sense of minimizing the mean
square errcr 6f the estimates Y
Friedman's suggestion turns'dh‘the well-known property of least~

squares regression that (undér suitable conditions) it leads to
predicted vaiues of the dependent variable that have minimum mean square
error of forecast. - He argues that it wpﬁld be desirable to know the
regression coefficient obtained by regressing whatever measure of the
deviation from trend for Ve is‘felt to be appropriate against the
corresponding measure fqr the deviation involving Ko To estimate Y1»
the predicted value of the deviation of yi from its trend would be used
“to adjust the trend value computed from Yo and Yo For example,
Friedman would replace the procedure in which the deviations from

trend of X aﬁd Ve wefe assumed to be equal and trend was computed as
an'arithmefic mean with the following proceduré: first, find the

least-squares regression coefficient b for the relation
Zyp + Veg) = b [X 1 = 2y + xpg)] + W
Yem1 T 2 T V-2 TP ey T T Fe-220 T Ve
then estimate yy @s

(1) 51 = 23g *+ v) + blxy - T(xy + x)].
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A practical difficulty with this approach is that except in the

treatment of isolated missing values; Ve will be a variable observed less

frequently than Xy and thus the regression cannot be carried out in the

form specified. Friedman contends that it is frequently possible to

find a substitute regression involving otﬁer data or gther time periods

that can be used to derive a value for b, and that use of such a'value )

would be preferable to either disregarding the related.series or using

it in one of the non~statistical ways. The regression method has

been usedAby Friedman to interpolate historical ﬁonetary and banking

statistics.l
Friedman's method may be compared with another statistical metho&

which is occasionally used for interpolation: simply run the regression-

.of Y¢ on xtAand use the predicted values of yt‘in place of the missing

values, - This method gives

* _ % % -
yy=a + b %,

as thé predicted value of yi. It is-clea; that the methods give
different fesults, since Ffiedman's prediction involves a linear
combination of Xgs X2, yo,_and Yo while the alternative does not.

Both §1 and yicare least—squares 9stimates, but both cannot have
minimum variance. Which model is appropriate depends on the structure -

of the disturbances in the two cases.

1Milton Friedman and Anna J. Schwartz, A Monetary History of the
United States (National Bureau of Economic Research, Studies in Business
Cycles, No. 12, Princeton: Princeton University Press, 1963).
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We know that if the disturbance u; in
]
(2) Y =at bxt-+ u

is independently distributed with zero mean and constant variance, the
estimate yt should be preferred. Friedman does not raise the question
of the distribution of the distufbances explieitly, but it is interesting

to ask the following question: Suppose that Ve and x_ are connected by

t
the linear relation given by equation (2); for what distribution of the

disturbances would Friedman's estimate §l be optimal? If we form

second differences of both sides of equétion (2), we obtain

. 1 ‘ 1
O AL O Yt-z) = blxgg - 5, +x. )]

- 1, v 1
fugy =30 * o))

which involves the same functions of x_ and V¢ @s used by Friedman,

t
Leést-squares estimation of equation (3) will be optimal if the

disturbance

LI _.1_ ' ' ‘
Ve = U g 2(ut + ut—-Z)

is independently distributed with zero mean and constant variance.
Rearranging terms, we see that if these conditions hold for wé, ué is

generated by the second-order autoregressive process

'
t

= 91 = ' - '
2u ut_2 2wt

v t-1



170

Thus the two statistical interpolation methods may be contrasted in
terms of the pattern of-disturbances that is assumed for the regression
equation. One method assumes that these disturbances satisfy the
conditions of the classical linear model, while Frie&man's method

assumes a second-order autoregressive process with the rather unusual

B -

coefficients 2, -1 chosen a priori.
Another way in which these two interpolation methods may be
contrasted can be seen as follows. Rearranging terms in equation (1),

Friedman's forecasted y; becomes

-

- 1 . "
yy = bx + ‘2‘[(}'0 - bxy) + (v, - bx,)],
which has as its expected value
~ 1 .

Now assuming equation (2) holds, we may write

E(;l) = bx + %{a + u6 +a+u) =a+bx+ %(ué + ué).

An implication of this result is that if equation (2) with some pattern
of disturbances is taken to be the basic model, then Friedmanfs procedure
differs.from the simpie regressioﬁ model not only in leading to diffgrent
estiﬁates of the parameﬁer b (and implicitly, of a), but in including a
“term iqv&lving the disturbances u6 and ué. More precisely, Friedmaﬁ's
method implicitly involves the average of the computed residuals
corresponding to u6 and'ué, which funétions as a proxy for the

noncomputable residual at t = 1. Nevertheless, because of the pattern



171

of disturbances which Friedman implicitly assumes, this average may not
be a ''good" estimate of the missing residual.

On the basis of this discussion it is natural to ask whether less
restrictive assumptioné can be made about the disturbances when
regression methods are consiﬁered in interpolation tasks, and whether,
in view of the missing observations, these methods can be implemented

computationally.

2. A Time Series-Cross Section Model for Interpolation
The model which we shall consider now is somewhat moie general than

those considered in the preceding paragraphs.' We still assume three
equally spacéd observation dates t = 0, 1, 2 with the dependent
variable missing for t = 1, but now we assuﬁe that for each value of t
we havevobserQaﬁions for a féirly large cross section, so that we can
;easonably invoke arguments about asymptotic sampling distributioms.
We assume further that there are severél independent variablés,.so

that Ve is given by the relation
. - 1
(4) ¥, = Xg B+ ug.

Xe is a vector of indépendent variables.and B a vector of coefficients;
Ye and u, are scalars as before. (We shall continue with the convention
of letting capitals denote vectors and lower case letters denote scalars
.for the remainder of tﬁis chapter.) The disturbance is assumed to be
autocorrelated for each element in the cross section and to be generated

by the first-order autoregressive process



172

-1 <A <1
(5) u =X u g v .
. tl t tzooo "'1’ 0, 1, 2, so 0
We assume that the sign of A is known a priori but that the magnitude
of A is not known except for the condition | A 1 < 1, which is
necessary if the variance of ug is to be.finite. The values of A and

of 02

e the variance of the disturbance in the autoregressive process,

are assumed to be constant over time and for all elements in the cross
section. quther, L is assumed to have mean zero and to be distributed
independently of each of the explanatory variables in equation (4). All
covariances of disturbances between different elements in the cross
section are taken to be zero. Several of these assumptions will be
relaxed below.

A.Brief comment may be appropriate with regard to the assumption
that the sign of A is known, since this assumption plays a crucial |
role in the estimation of the basic model.n It will become clear ﬁelow,
when some generalizations of the model are investigated, that the
.assumption is needed only when, as in the present case, the number of
time periods separating complete observationé is even; In any event,
‘the additional information required should not seriously limit
applications of the model, since the economist will usually have a godd
idea what the sign of A should be. The prevailing view is that a

positive A is the typical case in autoregreSsive economic models,1 and

1See, for example, Arthur S. Goldberger, Econometric Theory (New York:
John Wiley and Sons, 1964), p. 153, or Christ, op. cit., p. 529,
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a specification that A 1is positive would probably be appropriéte for
most modéls explaining components of personél income.,

The assumption of autocorrelated disturbances makes an important
contribution to thé utility of the time series-cross section model.
Because of the omission from equation (4) of relevant independent |

.variables that cannot be measured or idéﬁtified, at least some auto-
correlation between residuals from the same cross section element

will normally be present. Mdreover, the fact that independent
variables in economic cross section relations frequently explain only
a low proportion of variation in Ve gives additional importance to
taking the autoxegressive structure of fhe distufbances; if one exists,
into account.

Some manipulation of equations (4) and (5) will allow an explicit
derivation of an.expression for Yis and suggest the way that estimation
should proceed. Substituting equation (4) takep at time t - 1 into

(5) to remove u,_y» We obtain
a— . - 1
Multiplying each side by - A and rearranging terms gives
- 2 = 12 ¢t \ _
(6) A yoq =A% Xp_y Bt dug - dwg.

Now substituting (4) at time t - 1 into (5) taken at t - 1 to remove

ut;i, we obtain, on rearranging terms,

= 1
¥ Vi1 xt—l B + Aut_z + LAY
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Adding (6) and (7’ gives

2 = 24yt -
.(1 + A )yt-l Q1 f A )Xt_1 B + A(ut»+ ut—Z) Awt + LT

or

2 u, + u AW, ~w
" . t t-2 C t-1 .
yt_1 xt-l B+ -

(8) :
: 1+ 22 2 142

Equation (8) may be interpreted as stating that if the variable

(dt + ut_z)/Z could. be added to the list of regressors specified in
equation (4), the c&efficients of the original regressors would be
unchanged, the coefficient of the new variable would be 2 A/(1 + AZ),

and the variance of the disturbance term would be reduced from cﬁ to

varj-

MWy = W, 1 \2 1

1+2% | v\l-:—xz L S T

That 03 /(1L + Az) is in fact smaller than oi when A # 0 may be shown

by first taking the variance of both sides of equation (5). We have
var‘(ut) = A2 var ‘"t—l) + var_(wt),

so that, using the fact that the autoregressive process with | A |< 1

is stationary,

2 (1o 42y 2.
ow 1 - 29 o,
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Hence

9@ var [: M = Weoy :] (Az tD 2. E_:_ii z
| 1422 (1+;\2)?-W TEVAS

I£ 0 < A2 < 1, the coefficient (1 - Az)/(l + Az) is a positive number
less than one, and introduction of the term (u, + ut_z)/Z in equation (4)
reduces the variance of the disturbance. If A2 = 0, however, the
variance of the disturbance is unchanged.

Equation (8) may be used to estimate y, if we set the disturbance
in that equation equal to its expected valué zero, and if we have
estimates of B, 2 A/(1 + AZ), and (ut + ut_z)/Z. To obtain these estimates,
two statistical properfies of equation (8) must be establisﬁed. First,
in order to have consistent estimates of the parameters, it is necessary
that the new variable (u, + ut_z)lz, in addition to X, be unéorrelated
with the disturbance - (Aw, - w_;)/(1 + Az).- That these magnitudes are

uncorrelated follows if we ex?and (ut + ug_p) into an infinite series by

repeated application of (5). One obtains

14
U U g AW = W) -1
cov

’ cov [wt + Aw

2 1+22 ] 201+ t-1

+ (AZ +-]_)wt_'_'2 oo ey AWy - wt_l]

1 ,
= e — €OV [wt, Awt] + cov wat-l’ -w

]
2(1 +2?) &=l

1 2 2
e e - = 0
20 + )‘2) (?&Uw )\Uw) ’
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since L and W,y are uncorrelated for t#t'.,

Second, in order to carry out the estimation of B, it is necessary
to show that (ut + u._5)/2 1s uncorrelated with each of the variables
included in the vector X, _,. This specification follows at once from

our assumption that w_ and Xé are independent, since again considering

t
the expansion of. (ug + ut_z) , each cov (xi,t—l’ — may be
expressed as an infinite sum of covariances that vanish. The significance
of this result is that unbiased estimates of B can be obtained by
least~squares estimation of equation (8) when (ut + u._9)/2 is omitted
from the list of regressors.1 ‘Hence the first step in the estimation of
(8) should be to estimate equation (4) by direct least squares. All of
the complete observations should be used--~that is, the regression

should be based on the pooled cross-sections for t = 0 and t = 2.2

lGoldberger, op. cit., pp. 200-201.

21t may be helpful, at this point, to compare the model and estima-
tion procedure considered here with those considered by Arnold Zellner in
his paper "An Efficient Method of Estimating Seemingly Unrelated Regressions
and Tests for Aggregation Bias'", Journal of the American Statistical
Association, 57 (June, 1962), pp. 348-368. Zellner treats the case in
- which the model contains several equations having the form of our
equation (4), and these equations may be interpreted as corresponding
to successive cross sections. (This is one of several interpretations
given by Zellner.) As in our model, disturbances corresponding to
different cross section elements are uncorrelated, but disturbances
corresponding to the same cross section are interdependent over time,
perhaps satisfying the relation given by our equation (5). Under these
conditions, Zellpmer shows -that there is a two stage estimation procedure
that, by taking advantage of zero restrictions in the complete model,
improves the. efficiency of the estimation of B, Our model, in contrast
to Zellner's, assumes that B is the same for each cross section. Hence,
there are no zero restrictions in our model, and no gain in efficiency
from using Zellner's estimating procedure. (footnote continued)
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In time series analysis, when autocorrelation is present, a
recqmmended procedure is to follow the direct least-squares estimation
with a second pass that takes account of the autocorrelation by
appropriate transformation of the original data. In the case of a
first-order autoregressive process, the procedure 1s to obtain
the estimated residuals from the direct least-squares regression, use
these to estimate the autoregressive coefficient_i, and to reestimate
the first equation using the transformed variables y: = Ye - iyt-l’ xié
= Xyp ixl,t—l’ etc. The same transformation, applied twice, could .
be used in estimating the present time series-cross section model.

The va;:iables for the second pass of the two pass estim;ation
procedure would be y:f =V = A2 V2o xi: = X1¢ = ile’t_z, etc.
The difficulty with this procedure is that instead of giving up _
tw§ observations; ag wouid be the case if we had a pure tiﬁe series
" model, application of this transformation tb thé two pooled cross

sections would reduce the number of observations by half. Moreover,

the extent to which the covariance matrix of the disturbances

Footnote 2, p. 176, continued. _

Zellner does consider a model formally identical to ours in
connection with the question of "aggregation bias" resulting from
estimation with pooled cross sections. In our context there is no aggrega-
tion bias by assumption, but there is a question of the stability of the
coefficients over time. Zellner's test for the former is also (under our
hypotheses) a valid test for the latter. To make this test, which is
desirable in any application of the interpolation procedure recommended
" here, one begins by estimating (4) using individual cross sections
(a la Zellner) as well as with pooled data. An F-test is then used to
test the significance of the difference in total sample variance of the
residuals under the two model specifications.
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departs from classical assumptions is much smaller in the time
series-cross section case. than in the pure time series case.. After
striking rows and columns for the alternate (unobserved) time periods,

the covariance matrix in the pure time series case is

21 a2
. 2 . .
o]

22(n~-1) o :
L-“ LR I ’

while our time seriles-cross section case yields the block diagonal

covariance matrix

1 A2
21 O
.2 )
| O 1 22
a2 1
[ ’

in which each 2 x 2 non-zero block represents the'variances.and
covariance of the disturbances for an element of the cross section. In
view of the subsfantial réduction in precision thaé might result from,é
halving of the number of observations, it would appear preferable to
estimate B by direct least squares, and to make ﬁo alioﬁance in the

estimating procedure for autocorrelation of disturbances.
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' When B has'béen'estimated, the computed residuals e, may be
obtained for the two cross sections, and (uy + uz)/2 may be estimated as
(e0 + e5)/2. The computed residuals may also be used to estimate
2 2/ + Az). Substituting (5) into itself recursively; we obtain

2 u

=ATu

u, + (v, +w),

and using e and e, as proxies for uovand u,, this relation becomes

2 e, + w*.

(10) ey é ) 0

2, and X

Least-squares estimation of (10) yields an estimate A% of A
may be obtained by taking the square root of the regression coefficient
~and affixing the appropriate sign. These considerations suggest that
one might take, as an estimator of 2 A/(1 + Az), the quénfity

+ 2 i/(l + 12). We shall investigate some properties of this estimator
in the next section. |

2 will be negative, in which

It is possib1e that the estimated A
case this procedure cannot.be cafried out. When this occurs, one
possibility i§ that the true value of AZ is in fact ﬁositive or zero,
bqt that Az has been eéfimated as negative because of sampling variation,
The other possibility is that the autoregressive process has been
misspecified. For example, suppose that the residuals could bé
described by a first-opder autoregressive_prohess if ﬁhe interval

between observations were two-thirds as great, and that A would then

be ﬁegative. The equation aétually estimated would then be

eg = A? € + w**,
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in which the true vaiue of the regression coefficient X3 would be
negative, In either of these cases an appropriate procedu;e would be
to disregard equation (5) in the model, and to estimate Y3 directly
from equation (4). The principle of Occam's razor suggests that
equation (5) should also be disrggarded when A2 is estimated to be
positive buﬁ not statistically significant. A final outcome from
estimation not consistent with the médel would occur if Az were
estimated to be statistically significant and greater than one. This
case 1s considered below in comnection with heteroscedastic disturbances.
Although 2 VZ¢! +,i2) may be evaluated directly as a function of iz,

an alternative procedure is available which is computationally a bit

shorter. Since

iz ) cov (eq, ez)’

var (eo)

‘we have 1

7

cov (eq, eé)

- en) © covien, €5)
2 _-'t var (eg) / iJvar(o 0> =2

(1) 32 S |
‘ 1+ cov (e, e)) l{var(e ) + cov(ey, e,)]
1+ 5 (eg) ’ 0 .

Thus the coefficient of (ué + “2)/2 is seen to bg equal except possibly
for sign to the ratio of the geometric mean and the arithmetic mean:

of two‘second-qrder'mqments. The author has found it computationally
convenient to use this form of the regression coefficient, A fest for

the significance of the coefficient may be based on the sample correlation

between e and €ys rather than the sample regression coefficient.
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So far as the treatment of computed residuals is concerned, the
method of this section is easily related to the two methods described
previously., When 22 is zero, fhe present procedure is equivalent to the
simgle regression method. .As iz approaches one, with A positive,

Eff%if approacheé one, and our procedure becomes equivalent to Friedman's.
3.: The Reliability of Estimates from the Model

What is the reliability of esﬁimatés of Y1 obtained from the time
series-cross section médel? Useful measures of feliability are the
forecast bias and the variance of the error of forecast for specified
values of the exogenous variables. One might wish to evaluate these
qﬁantities for given éo, e, and observed exogenous variables for a
particular element of the cross section, or alternatiﬁely for the cross
section mean. Both of these tasks are easier in the latter case, since,
~with the mean of (eO + e2)/2‘equa1 to zero, the results turn out to be
independent of the sampling diétribution of 2 A/ (1 + iz). After obtaining
results for the simpler case, we shall investigate thds sampling

distribution, and apply our findings to the case in which a non—zerb value
of (eg + ez)/2 is specified. In this case we will have to be content
with approximate results that hold asymptotically.

Let us express the true value of ¥1 by

o . 2% eo tey
(12) | yl-XlB+1+A2 ot
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Comparison with equation (8) shows that the disturbance Vi is

algebraically greater than -(A v, = wt_i)/(l + Ag), the disturbance

in that equation, by the amount

2 ug + ugy eq + ey

1+ a2 2 2
However, the expected value of this expression is zero, and the

contribution of measurement errors in eg and e2 to the variance of vl

will be neglected.
The predicted value 3 is
' - “ ZX en + e
(13) y; =X} B+ — B2
1+32 . 2

which is unbiased when (eo + e2)/2 = 0. The error of forecast is

-~ . (,\ ) _' 2;\ _2)\ eo + 82

Y9 =y, =X B ~-B) + i - V.,

171 1+ i2 1+A7 2 1
. and since eg and e, are distributed independently of X1 B and ZXA

1+ 22

are also distributed independently, and the mean square error of forecast is

ol 2=| 2 _ 5 _ Iy _]_-_ 2
(14) E(yl yl) Xl E(B B? (B - B) kl + 4(eo + e2)
2 2 \? .-
E — - =5 + var(vl).
1+ 1424

Again taking the case in which (e0 + e2)/2 = 0, ve see that, since

B is ﬁnbiased, the mean square error of forecast is equal to the
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forecast variance, and may be expressed as the sum of the variance of

‘the disturbance var(v1) and a quadratic form in the observed independent

Variables, the‘coefficients of which are the variances and covariances
of the corresponding regression coefficients.

All of these quantities are readily evaluated. Yor example, if we
let f, denote the “residual" corresponéing to the disturbance term vy
equation (2) suggests as an estimator of var(vl):

-2 2

1
var(f,) = = 8. .
Vo eade
Here we have Substituted into equation (9) ig for A2 and sg for 03,

2

h
where s

is the sample variance of the pooled residuals obtained from

the estimation of equation (4). With regard to the covariance matrix

for ﬁ, we need only note that the cdvarignce matrix assocliated with
least-squares.estimation bf (4) will be too large by a constanﬁ factor,
since each element ofAﬁ will contain the factor s rather than the factor

e

var(fl). Thus to obtain the covariance matrix for % associated with

.equation (12), the variances and covariances associated with (4) should

each be multiplied'b§ (1 - 32)/(1_} iz).

We now investigate the sampling properties of 2A/(1 + iz) to the -
extent necessary to eValuéte the term E[Zil(l + iz) - 22/ + AZ)]2
in gquation (14). Since it is a continuéus function of the consistent

estimator iz, Zi/(l + iz) is itself a consistent estimatpr,l and we have

Is, s, Wilks, Mathematical Statistics (New York: John Wiley and
Sons, 1962), pp. 102-103, "
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plim ZAAZ 2) 3 .
14+

1+

The variance of 2X/(1 + Xz) is equal, to a first approximation, tol

2% \2

” ’
1+ 22

~ d
var(3?) )
o \d

and evaluating the derivative we have

@ +32) 9 a4 +1?

’ ~2 ~2
~ ~ )\ PERCS
var __2575. = var(A") * |2 d» dx /
142 - ‘ '
a +2%H?
12 a2
) 1 +.A -
= var(Az) 2 ——&—:———2‘

. 1+ %)

= var(iz) : (-2 .
2 Qa + iz)é

The first factor is the variance of the least—squares estimate of A
‘that one would obtain from eqvatlon (10).

A computational advantage of this approxiﬁation to var[20/(1 + iz)]
is that the second factor on the right depends only on XZ. A better
small sample approximation to var[2)/(1 + iz)j may be obtained if one
is willihg to compﬁte some third and fourth order moménts. It was

shovm above in equation (11) that 23 /(1 + 22) is a simple function of

YMaurice G. Kendall and Alan Stuvart, The Advanced Theory of

Statistics, Vol. I, Distribution Theory (London. Charles Griffin and
Company, 1958), p. 232. ' '
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the sample moments var (eo) and cov (eo, e2). The population variance
var[23/(1 + iz)],may be expressed as a function of the corresponding
population moments. It is convenient to introduce the notation m

¥s

for sample moments, so that
Myq = var(eo)
m

11 = cov(eo, e2).

Similarly, Mg will denote the corresponding population moments. Then

we have, to an approximation,1

3 M Moy
var ZAAZ =var | 7 20 11
1+ A 1
7 (myg + myq)
e\ 2
3 /Mogm11

= var(m,.) °
20 1
"m0 glmyg + myg)

3 / Mro™11

1 ,
M0 Flmyg + my;)

s mpgMin 3 J M20811

] 1 1
\ M1 Sy +myy) M1 g + myy)

+ 2 cov(mzo, mll) d

2

+ var(mll) .

- in which the partial derivatives are evaluated at the values My = Hyg

and Wyq = Myqe Forming the partial derivatives, we have

libid., pp. 231-232.
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™1

(myg + my3) s—==2ee = \[W,omyq * 1
(16) 9 VY momy o _ 2. 2,/ Myom1] 20M11
1 1 ' 2
amZO i‘mzo + mll) (mZO + mll)
g . (mgg + myplmyy = 2mygmyy
=1 2
Lo 2y/fmygmyy (mpg + myy)

o /M1 ™11~ ™20
myg - (myg + myp)”
and

an 8 yfmom1 _ (M0 _ M0 =M™
!

T :
omy1 Slmyg + myq)

2
1 (myg +myy)

The variances and covariance of the sample moments M0 and m.. may be

11
expressed as follows. For Mygs

.1 2. 2 2
(18) var(m,) = Tluyg -,uzo) - n2(u40 - 21

1 2
-, -3
20 " n3%s0 T o)

where n is the number of observations in the sample. Following Kendall

and Stuart,1 we find .

' (#9) covlmy s myg) = Sligy = Uy g + Bigg Hop Wyg + 2My; Mg
= 2457 ¥10 " Mop 30 T Mo Mor)
" and
20) var(ngy) = }'1;("22 - ”il‘ * ¥ “31 + gy H3
+ 2uy4 Yo1 ¥i0 ~ 2ugq Moy ~ 2Hq, "10)'
1

Ibid., p. 235.

e s,
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These formulas simplify somewhat on the assumption that the auto~
regressi?e'process is strongly stationary, since then the population
moments all satisfy a symmetry condition Mg = Mgpe

Equation (15) may be evaluated by substituting into it tﬁe results
of equations (16)-(20), and then replécing the population moments with
uﬁgiased sample moments. By the rule for functions of comsistent
estimators, the consistency of the fight—hand side of (15) as an estimate
of var __ziwi is not affected by the substitution of sample moments.
Cramér h : :ﬁg that an expression of the form of the right-hand side
of (15) is a consistent estimate of the variance of a function 6f
sample moments, and further that the distribution of a function of

sample moments is asymptotically normal with the variance approaching

the form given in (15).1

4, Generalizatioﬁs of the Model: Heteroscedastic Disturbances

So far, in discussing the estimation of yis we have not been
concerned with the possibility of heteroscedastic disturbances. In
_ studies based on cross section data, heteroscedasticity almost always
bccuré, and it can cause serious difficulty if not taken into account
explicitly by the model. Specifically, since heteroscedastic disturbances
give rise to biased estimates of the sample variances and covariances of
least-squares regression coefficients (such as our ﬁ), they can undermine

attempts to evaluate the reliability of predicted values of Ve For the

1Harold Cramér, Mathematical Methods of Statistics (Princeton:
Princeton University Press, 1946), pp. 366-367.
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same reason, they interfere with any attempt to choose among
alternative versions of equation (8) which contaiﬂ different sets
of observed explanatory variables. A disturbing result peculiar to
our model and developed below is that heteroscedastic disturbances
can lead to an inconsistent estimate of 2A/(1 + Az).

Since ours is a combined time serieg—crOSS section model, it is
useful to distinguish two ways in which heteroscedasticity may arise.
One form, which might be called within-year heteroscedasticity, occurs
if the variances of.the disturbances within.a single cross section are
unequal. The other form, which might be called between-year heteroscedas-
ticity, occurs if the variances of the disturbances vary over time.

One or both types of heteroscedasticity may be present. In terms of

‘our two equation model, within-year heteroscedasticity may be thought

of as heteroscedasticity in first equation. Thus in the case of a

single cross section one might have in place of equation (4),

(21) ¥y = Xi B+ z; uﬁ ’

' which satisfied the condition that vai(ug) was a constant over the

cross section. One might be able to maﬁe the additional assumptions
that z; was an observable variable, and that, in the case of several
cross sections correspond;ng to different years, the same vafiabié Zgs
observed in those years, could be used to define

*
var(ui),

var(ui) = zi

where var(u;) was a constant within the cross section.
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The variance of u; might still vary between cross sections, however,
and this variation may be thought of as arising from heteroscedasticity
in the second equation of the model. There might be an observed

variable s., the same at a given date for every element in the cross -

section, such that the unobserved pdrtion of the disturbances, w:t,
satisfied
* * *
u,. = Au + S¢ Wies

it i, t-1

with var(wzt) constant over time as well as over the cross section.

On the other hand, since the assumed sample contains many observations
for each date t, one might replace S¢ with a function of time containing
a(parameter not known a Eriori. An interesting example of'sﬁch a

at

function is e ~, which leads, on dropping the subscript i, to the

autoregressive relation

*= * -ats‘.‘
(22) ut lut—l + e W

* .
It may be shown that var(ut) increases or decreases over time
| according to whether a is positive or negative. Substitutiﬁg (22) into
itself repeatedly for successively smaller values of t, one obtains the

infinite expansion

' t-1 ‘ -
u: = emt w: + Aea(, ) w* + Az ea(t 2) w*

t-l t—Z + LN

= (o -0 % ‘ '
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%
. Since var(wt) is constant over time,

var(ut) = (1 +~A2 e-2a + XA a4 4 ...)ezat var(w*).

The expression in parentheses is a geometric seriles which converges

when AZ o2

l < 1, and hence whenll e ¢ |< 1. If we assume that
this condition holds,

20t
var(w*).

%
23 var(u, ) = o
(23) ( " 1 - 22 o-20

The rate of change in var(u:) over time is then

d'var(ut) 2 o e20t

= 7 ~9a var(w*),
dt 1-2XTe -

which will have the same sign as‘a.

Equation (22) can thus be used to explain either increases or
.decreases in the variance of ui, and since the conditioni by e '< 1
for this variance to be finite is more general than the condition
l A ‘ < 1, the present model may be able to accommodate a case in
which')‘2 is estimated as greater than oné. Moreover, a consistent
estimator of a, when there are two croés sections, is readily

derived. TFrom equation (23),

Var(u;) eéa

0

- e4a

. e
var(uo) e

and taking logs,
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var (u,) '.

o = l-log
4 e var(uo)

Hence by the theorem on functions of consistent estimators, a consistent
estimator o of o is obtained if var(uz) and var(uo) are replaced by
consistent estimates of these quantities.

We shall take equations (21) and (22) as the iﬁterpolatién model
generalized for ﬁeteroscedastic disturbances. In order to relate the
imblications of this model to our results fdr the homoscedastic case,
we need to express the rquired value y, as a function of
u, = zoug and u2 = zzu2 The derivatibn parallels that of equation (8)

and is given in a footnote.l‘ The result is

lsubstitution of (21) into (22), after adopting the notation

w, = et wi, gives

V-1 1

Zg-1 -1

° ' .

Multiplying each side by - Aztél and rearranging terms,

' 2 2
LY ATy =Xy, B NS CRE N

% %
Substitution of (21) into (22) for u rather than for U, _qs and then

reducing time subscripts by one, gives

-1 1
L T -1 ®

*
=Auy t v

or

£.2) y.q°= X¢.1 B # Aut 90 Zee1 Y Vely Zog (footnote continued)
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* %
2) +u 2
0 2 zq (e ¢ w; - wg).

@4 NTRPTTIE T T e
Equation (24) is similar to (21) in that the variance of its
disturbance term is proportional to zi. It differs from equation (8)
in that the term in the average of the disturbances, (uz + u;)/Z, noy
also involves z,. However, the coefficient of this term is the
familiar 2 A(1 + A%).

Because of the greater complexity of the heteroscedastic model,
and because the details of the model may not be fully specified in
advance, it may be helpful to think of the estimation of the model as
a seqﬁence of smailer computational tasks. Our approach is to
estimate the model given by (21) and (22) by carrying out those trans-
formafions of the data required for the application of generalized
least squares. However, different routes must be followed debending

2

on whether i and/or @ turn out to be significantly different from zero.

In generél, the following sequence of computations should be used:
1) The data for Ye and Xt at t = 0 and t = 2 should be déflated by

. the variable selected as Zys and B and the computed residuals should

be estimated by the least-squares relation

y 1l ..
(25) Loy te
Zt zt

*
t .

Footnote 1, p. 191, continued.
Addition of (f£.1) and (£.2), and division by 1 + A% yields

*
22w tuwen %l
1+22 2 =l g a2

= ! -
yt"‘l = Xl B + (Awt Wt_l).
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2) The computed residuals should be partitioned into those for
t =0 and t = 2, and the sample variances of the residualg should be
cbmputed for each year. The sample variances should be tested for
équality. If the hypothesis of equaligy_}é not rejected, the ratio of
the variances will not differ significantly from one, and equation (24)
suggests that the model should be simplifieé by sgtting a equal to zero.
If the sample variances are found to be unequal, however, it follows
that the residuals assoéiated with the transformed variables of equation
(25) are still heteroscedastic, and that furﬁher transfermation of the
data is required. This further transformation is needed, in the first
instance, because, with the variance of the residuals in-equationl(ZS)
biased downward, the residuals themselves, which are the basis of any
estimates of A and ¢, are not estimated reliability. Unequal variances
in the computed fesiduals can be removed by dividing each of the observa-
tions by the'sample standard deviation of the residuals in the
corresponding year and re~estimating the equation., The equation to be
estimated is then
b4 1 “

= XB + e
Zt Se* 4 *®
t t

LI

(26) il

t se

If re-estimation is necessary, the ei can be obtained afterwards from
the relation
' % Ek

e, =s % e
t et t

Because the estimated value of B will differ as between equations (25)

and (26), the values of e: will also differ.
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3) Using the latest values of et, and again with these values
partitioned by year, comﬁuté the correlation coefficient between
residuals‘in the two cross sections. The ccrrelation coefficient should
be tested for statistical significance, and if it is not found significant,
the model should be simplified by assuming X equal to zero. At this
point the form of equation (22) is completely specified, and if both
a and A arevfoupd not to differ significantly from zero, this equation
may be dropped from the model. The remainder of our discussion will focus,
however, on the general case in which both o and A have been found to
be non-zero.

4) Recursive substitution of (22) into itself gives

' t-1
9 + (eo‘t wt + Aea( ) w:_l),

(27) ut = A2 u:_

in which the distufbahce term is enclosed in parentheses. Clearly,

if this equation is estimated from the residuals from two cross sections,
the heteroscedasticity of the equation is "uﬁobservable?" and has no
effect on the leést—squares estimate of AZ.‘ Thus the estimation of

‘12 and ZA/(l + Az) may pﬁoceed exactly aé in the homoscedastic case,

and, using (11), we write down as an estimate for the coefficient of

vzt(ug + uZ)/Z in gquation (24),

~

2 _\/ var(eg)‘ cov (eg, e%)

1422 4%{var (eg) + cov (ég, e;)]

This completes the estimation of the coefficients of the model.
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Substituting 20/(L + A2) for 2A(L + A%), (e} + e3)/2 for

(uz +'u§)/2, and B for B in equation (24), and setting
'-zl(keza w; - wg)/(l + Az) equal'to zero, predicted values of Y1

may be computed from the relation

-~

s * %
" 2\ en + e
y, = X} B+ 0o~ 2,

1+ 22 2 1

Estimation of the mean square error of forecast for the predicted
values §1 is also similar to the homoscedastic case. In place of

equation (14), we now have

ST TSP SRR N ST
(28) E(yl yl) f X E(B - B)(B - B) X3 +3 2y (e0 + e2)
23 2) 2 *
* E —— e\ -+ var(v.)
1+42  1+° 1
% ' ‘zl 2&* *
(29) where Vi = - - (e vy - wo),
1+12

the disturbance in equation (24). As before it is necessary to evaluate
. the variances of 2/ + iz) and vi, and the covariance matrix for B.
Let us begin with the evaluation of var(vi). Taking variances in

equation (29), we have

3 2 -2 e4a

(30) var(vi) = m (\ +1) - Var(W*),

‘since the varlance of’wt is assumed constant over time. Similarly,

forming the varlance of each side of equation (27),

(3L var(u;) = 14 var(ug) + (eaa + Az) var(w*).
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Solving equation (31) for var (v*) and substituting into (30), we obtain

' 4 *
' var(uf) - 2" var(uy)
(32) var(v¥) = e (AZ oo 4 1) 2) - o)
! 2 4 2
1+ , ea"*_'l

Thus Var(vi) may be estimated by substituting into eduation (32) the
sample variances var(eg) and var(e;) for var(ug), var(u;), the least-~
squares estimate cov(eg, ez)/ var(eg) for Az, and %-loge[var(eg)/var(ez)]
for o (using (24)). Since each of these functions are consistant |
estimates, Qér(vi) is estimated consistently. The estimation of
vaf[iil(l + iz)] and the covariance matrix for B are now straight-
forward. To obtain the latter, each element in the moment matrix
X'X (pooled observations for t = 0,2) is divided by the estimaﬁe of
var(vf), vhile var[ZX/ 1+ i2] may be approximated exaétly as in the
homoscedastic case. |

In single~equation models with heteroscedastié disturbances,
least-squares estimates of the regression coefficients are consistenﬁ,
and in fact unbiased. In our model, similar results do not hold for our
" estimator of 2)x/(1 + Az) if heteroscedasticity exists in the first
e&uation of the'model, and is neglected. For suppose that the disturbance
in the first equation was in fact proportional to zt,’but that this fact
was neglected. One would then be led to base the estimation of X2 not

on equation (27) but on -

% _ .2 # at % a(t-1)
z,ou =A%z pu o+ (e w, + e w
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or equivalently, on

oF o 12 Ze-2 1, ot x a(t-1)

Since equation (33) involves an error in specifying the indeperndent
variable, the resulting estimate of Az will be biased, and in fact not
consistent. Henée our estimate of 20/(1 + A%) will not be consistent,
unlgss,'as may sometimes happen, z, is constant 6§er time. This result
is serious because of the difficulty in practice of choosing the
i'r:lght" variable z. by which to deflate Ve and X,. However, Goldfeld
and Quandt, in a recent article, have suggested an F-test for choosing
among alternative deflators{ and their results would be useful‘in
empirically imﬁlementing the.pyesent model. !
- 5. Genéralizations of the Model:
Other Patterns of Observation Dates
We turn now to generalization of the model to the iImportant case
in which the intervals of time between observations are no longer equal.
. For ease of exposition we return to the case of homoscedastic disturbances,
but-there are no dif}iculties in combining the tw§ typeé of extension.
The model is thus that given by equations (4) and (5), with the only
difference being the dates at which observations occur.
qupose-that completé observations are made at dates .t and t-m-n,

and that observations are made on Xt but not on y¢ at date t-n.

1Stephen Goldfeld and Richard E. Quandt, ''Some Tests for
Homoscedasticity," Journal of the American Statistical Association, 60
(June, 1965), pp. 539-59.
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The observations are thus separated by time intervals m and n uhips in
length, and we assume that m and n take on integral values. Our
objectiveAis to estimate y,_., taking into account the underlying
autoregressive process. Earlier results lead to ask whether the
estimation of Yion Can be improved by ad?ing to the estimating equation
some linear combination of the computed residuals for t and t-m-n. One
might conjecture,'in analogy to these results, that a weighted average
of the computed residuals should be forméd.yith weights which were

proportional to the lengths of the two intervals; that is, one should
form
o L
wtn St-m-n ¥ oo Ser
This -st¥ategy, however, does not in general minimize .the residual

variance in the estimating equation for Ymn® The optimal weights for

 the residuals may be shown to depend on the sign and magnitude of the

autocorrelation coefficient A, or equivalently, on the correlation

between ey, and e.. For the "standard" case in which X is positive,

" the relative weight that should be given to the residual iess distant in

time from Ye-n is greater, the greater the correlation between the two

residuals.

In order to demonstrate these results, we shall let k be the

unknown weight that should be given to the residual e, and 1~k the

weight that should be given to e Our argument will be that the

t-m~-n'

weights that should be given to the computed residuals are those which

i1f assigned u, and ug_.. ., and the resulting variable added to the list
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of regressors in equation (4), lead to a new equation for y,_ . such
that the variénce of the disturbanée in this equation is smaller than
for any ofher pair of weights. Thus we proceed verf much as in the
derivation of equatiqn (8) abbve, except that the parameter k is found
by minimizing a variance.

If we substitute equation (5) into itself n~-1 times, we obtain

S ! n-1 n-2
(34) u = A U n + A Ve ntl + A Vb2 + e L

Substituting (5) into itself m-1 times, and shifting the time index

n units, gives

0 Y . . m"l m-2
(35) Yten © a Yemm-n * A A — + A Yt m-nt2 oot Yeen®

To obtain an equation for Yeen which includes a weighted sum of u, and

Uy _n-n OO the right hand side, we must next use equation (4) to substitute
out u,_, in (34) and (35); we obtain
(36) u = An(y - X' B+ Anulw + + wA’
t t-n t-n . Ttentl U t
" and
(37) - X' B=2"y + At R R A

Yten t-n t-m-n  Veementl t-n

Multiplying both sides of (36) by kA ™ and both sides of (37) by 1—k,

and then subtracting (36) from (37), one derives
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+n : +n
Q-leraA™ Dy, = Q-kHAT DX B+ AP[ku + (FK)ug g o)

~m-n
-1

_ m

- kx“‘(x“'lwt_m_l + ot w).

Division of both sides by l-k+kkm+n yields - _ e

m
' A i

(38) Veen = ¥e-nP ¥ Togomm ]

[ku, + (-Ku_ o o

1 -
T [0
- A

+ + * e
t-m-n+1 + wt—n)

Lt . ‘qt)j,

t-n+l

Awhich corresponds to equation (8) for the case m=n=l, if we 'put k and
1-k equal to 1/2.

A moderately simple expression for the variance of the residual
disturbance; say ¢, in this equation may be derived. Directly from

(38) we have

_2 _ _
var(e) = (k™™ [a-02020 Y 420D oy

P 20D 4 2000 gy 2

and recalling that the sum of the first n terms of a geometric progression

is a(1-r™)/(1-1), this simplifies to
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A ’ 2m n

. o l ) .

(39) var(e) - -2 AL m 1A

(-ka™ 2| T2 Y,
- °V27 1—7\'2“1 - 2k (1—)\2m) + k2 - k2>‘2(m+n)
12 (1-kHA™™) 2
0F  (1-2k) (122" + k2 (1-x2(min))
- 1-22 (A-kHAT) 2

We need the partial derivative of var (¢) with respect to k, and
the value of k for which the derivative is zero. The differentiation
and subsequent collecting of terms are lengthy and are omitted, but

the result is found to be

T 2
svar(g) - __2k2n+n

ok (1—A2) (1-k+ka

m ~m n -n
m+n)3 [k(A” =2 7 + 2 A)
- " -1
The value of the partial.derivative will be zero only when the expression

in brackets is zero, so that the value of k satisfying the first order’

condition for a minimum is readily seen to be

m b 1]
(40) k = A=

e e L

For 1-k one obtains

' n_ . .-n
(41) -k = — A " A e
B LD S SR RP L R

If m=n, both k and 1l-k reduce to 1/2, and all our previous results hold

as a special case.
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We have obtained the first of the results indicated at the beginning
of this section: 'the optimal choice of weights k and 1-k depends on the.
value of A. An equivalent statement of this result is that the weights

depend on the correlation between u and U en? since for a stationary

stochastic process the population correlation coefficient will be Am+n.
We now ask, how do the weights vary when the autoregressive

coefficient changes? The answer may be found by the differentiation of k.

We have

ok

ED

> s

Q" =2 ™+ %™ @™ +m™ - " =™
o @™+ m ™ ™) DT - AT 4 a0 - g2

_m(" - Q"+ - " - 2™ R+
AQR - AR 4R w2

which after some further manipulation yields

Gy & ) O - T 4 ey 7 - 3T
A A(Am IS A-n)2

The sign of 9k/2\ is not obvious, and it is useful to have the derivative
of the numerator N of the right hand side of equation (42) with respect '

to A. Differentiation gives
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(43) 9N

L [ men) (i) Q™+ 27 '+ @in) (aem) G 42T

2_.2 e B -
mn--n (Am+n +)7mR min _ AT

A

mz-—n2
A

Q" =AM N - ™Y,

Let us consider first the sign of ak(ax when A is positive. Since
the denominator in equation (42) is positive, the sign of 3k/3X is
the sign of the numerator.. Now when ) is zero, the numerator is zero,
so that its sign when A is positive is the sign of its derivative with
respect to A, provided that this derivative does not change sign over
the relevant range. Thus we consider the terms in parentheses in the
right hand side of equation (43). Since A is less than one and m and n
are each at least one, both AT = A"® and AT - A" are negative, and
their product is positive. Hence oN/3x and therefore ak/éx have a
positive sign if m>n and a negative sign if n>m. The case of'm>n isv
that in which Yi-pn 1s more distant in time from ut-m—n than from ut;
Since k is the weight given to u, aApositive value of 3k/3A when m>n
-implieé that as )\ rises in value, more weight should be given to the
qioser residual u; and less weight should be given to the more distént
residual U en® Conversely, when n>m, the negative valge of 3k/3) means
that the\more distant residual u, should be given léss weight as A
increases.

These results for the sign of ak/aA.carry over when X is
negative, provided that either m or n is an even integer, and the other

is odd. With A negative the denominator in (42) is negative, and
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equation (43) may again be used to determine the sign of the numerator.
Now Am - i~m will be negative whenim is even and éositive‘wheh m
is odd; similar results hold for A" - A™® when n is even and odd.
Hence (3™ =~ 2™ O™ ~ 2™ will be negative, and since ) is negative,
oN/3)x will be positive if m>n and negative if n<m. But this conclusién,
the same that wés reached about the sigﬁ.of_aN/aA'when i is positive,
has opposite implication for the numerator of ak/oA. For if, as A
increases toward'zero,:N(A) increases toward N(0)=0, N()) must be
negative for A<0, and if N()) decreases toward N(0)=0, N()) must bg
positive. . Reversing these signs because of the negative denominator in
(42) we again conclude that akfbx is positive or negative according
as m>n or n>m, Peculiar results follow, however, if m andbn are both
even or both odd.. The product (A™ - A ™) (" - A™®) is then positive
and the conditions determining the sign of ék/ax are the opposite of
those previously obtained.

Let us now turn to the question of -estimating the coefficient of
the weighted sum of disturbances in>(38), the estimating equation éor

* the unknown value Yeen'® Using (40) and (41) to remove k and 1-k from

the coefficient of kut + (1~-k)u

temen found in equation (38), we obtain

(44) Am D N P S )
. l—lf.'i'kxm-*‘n R g IR ()\m - A~m)>‘m+n '

IR SR TP Sl G
G W PR Y LI S P

AR TR o

+ —m—
\IFR _ -men
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Substituting the autoregressive relation (5) into itself mtn-1 times

and replacing disturbances with residuals, we obtain

’ : = min o
(45) e =X e gtV

wherg wg denotes the new disturbance. This equation may be used to
obtain a least-squares estimate of A" From which estimates of the
values AT B, Am, AT, A™ and A" required in equation (44) may be
obtained., As was the case for unit time intervals, the estimated
coefficient‘will be consistent but not unbiased,

Discussions of the sample variance of this coefficient and of the
forecast variance of Y tem-n would lead to very complicated algebraic
expressions but to no new concepts. The procedures used for the caée
‘m=n=1 remain valid. The largest task in evaluating the forecast
variance is that of estimating the residual variance var(e) as given
by equation (39). Equations (40), (41), and (45) may be used to
estimate k, 1l-k, and the variou; functions of A. The remaining factor

2

needed is an estimate of (L

The disturbance in equation (45) may

+ be written

m+n--1w
t-m-n+1

wp =W, + AW, _q + szt—Z + ..+

and has the variance

° =
var(wt)
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Hence an estimate of 02 may be constructed as a function of estimated

w

values of var(w?) and Amfn,“but it may be noted that the factor 1 - A

2
cancels if this expression is substituted into equation (39).

We conclude our discussion of the case of interpolation with
m>1 and n>1 by noting a significant result that follows from equation
(45). If min is an odd integer, then the sign of A™™ will be the
sign 6f A. Hence, in this case, estimates of Yt DAY be obtained
without making an a Efiori assumption about that sign. Tﬁe time

'interval m+n will usually be given to the user of data, however, and

both even and odd values will occur in practice.

6. Summary
The reéults qf this chapter may be summarized as follows.
"~ Constructors of economic statistics have generally not availed them-~
‘selves of regressioﬁ metﬁods that might have been used to solve problems
of interpolation. Those applications of regression methods that have
vbeen made involve generally inappropriate assumptions about the auto-
.‘correlation of disturbances. We have considered the interéolation
problem that arises when vector observations ére available for a cross
section at three successive poin;s in time, except that Ve is missing
for all elements of the cross section at the intermediate point in time,
and mﬁst be estimated. Discussiop of this problem has been restricted
td the caée‘in which Ve could be treated as the dependent variablé in

a regression analysis with first-order autoregressive disturbances.
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It was found that the variance of the disturbance in tﬁe estimating
equation for Ve could be reduced by adding a new variable--a weighted
average of the disturbances assqciated with the complete observations--
to the list of independent regressors. The coefficient of the new
variabie was determined, and found to be a function of the'autoregressive
éoefficient ) and, except when m=n, of the time intervals m and n
separating the observations. In addition, the weights for the
disturbances that minimized the residual variance in the estimating
equation for Y were determined, and these weights were also found,
in general, to be functions of A, m, and n. These findings led to
the recommendations that the regression coefficients for the observed
variables should be obtained by least-squares estimation of Ve =
XEB + u, using the pooled completelobservations, andvthat a weighted
average of the residuals should be uséd as a proxy for the reqﬁired
weighted average of disturbances in estimating the missing valués of Veo
By regreésing the computed residuals from the later cross section on
those for the earlier cross section, a least-squares estimate of a
‘functioh of A was obtained that could be used in evaluating the weight
functions:and the coefficient of the wéighted résiduals. All of the
estimators so obtained were shown to be consistent, but no other
desirable properties for the estimators were established.

Even tﬁe property of consistency may break down if fhe disturbances
are heteroscedastic, but detailed analysié of the ways in which
heteroscedastic disturbances arise and the modifications in computational

procedures that would preserve consistency was provided. Finally, it was
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shown that, alth@ugh the calculations might be extensive, the asymptotic
sampling variance of the coefficient of weighted residuals and forecast
variance for ¥, may be determined, thus providing measures of the

reliability of the procedures we have described.



CHAPTER FOUR

MATHEMATICAL METHODS FOR
COUNTY INCOME ESTIMATION II:
SITUS ADJUSTMENT AND MISSING VALUES

Wheneyér the data which are available to a statistician differ iﬁ
important respects from his needs, questions arise as to the best way
to use that data. The statistician wants his procedures for utilizing
data to be reasonable ones, but this requires that he have some notion
of the relation between the observations he has been able to obtain
and the ébservations he would like to have obtained. The stronger the
theoretical bridge that can be conétructed between the two sets of
variables, the easier and hore satisfying thé task of designing
reasonable statistical procedures. :

’ In the preceding chapter we discussed the important case in which
the proper variables are obsérved, but the observation dates differ
from the desi:ed‘détes. It wvas suggested that a certain two-equation -
linear stochastic model would often be apéropriate when this type of
* problem arose in county income estimation, and the éstimation of this
modei was iﬁvestigated. A different class of problems arises when the
desired observations are missihg for a;l years, and the data which must
be used either.reflect a significan;‘difference in_definiéion or measure
an entirely different but presumably related variable. Two.such problems

are considered in the present chapter, and a satisfactory solution to

209
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each is necessary if reliable county income estimates are to be.obtained.'
One of these problems arises from the definitional discrepanc& between
earnings reported 'where earned," which charactefizes much of the
primary data related to county income, -and earnings 'where received,”
which is the appropriate concept for a definitipn of the ipcome of
persons. This is the problem of situs adjustment., The other problem
to be considered in this chapter arises because of frequent missing
values in important sources of county wage and salary data. The missing
value problem is that of supplying suitable values in these cases. The
results of empirical work relating to each of these problems will be
presented. Although further:work remains to be done, these results
lend support to the procedures developed in this chapter.
1. A Linear Prbgramming Approach
to Situs Adjustment

: Of.all the probléms connected with coﬁnty income estimation, the
problem of situs adjustment has had the most serious effects on the
unality and usefulness of pfevious wofk. The measurement of income
'originating in ﬁhe county rather fhan-income received by residents of
tﬁe county is a common defect of county income data, occurring in the
major sources for wages and salaries, non~farm proprietors' income,
-contributions to social insurance funds, and various components of
other labor incdme and property income. To the extent that previous
workers have attempted at all to make an adjustmentiforAplace of

residence, these attempts almost always have been limited to wages and
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salaries. The method of situs adjustment described in this section can
be applied to all situs problems that reflect commuting between
counties—-in effect, the situs problems of all income components
except.those derived from real property. For concreteness, however,
our discussioﬁ will be in terms of the adjustment of wages and salaries.
A rough indicator of the importance of the situs problem in
estimating wages and sélarieé by county is the number of employed

persons working outside their county of residence, as reported in the

1960 Census of Population., For the United States as a whole, 14 per
‘cent of the work force was reported to work outside its county of
residence."For individual counties the per;entage was often much _
higher: Du Page County in Illinois (near Chicago) reported 56 per cent
of its work force employed ouvtside thg county, and a Nebraska county
(Dakota) near Sioux City, Iowa, reported 45 per cent. In Iowa, Warren
County (near Des Moines) reported a cummuting rate of 34 per cént.l
While commuting across a county line in one direction is always
partially offset bylcommuting in the other, these magnitudes reflect
. sufficient net commuting between primarily residential areas and
employment éenteré to make unadjusted‘place of work wages in many
instances an unacceptable indicator of the wages of county residents.
" In all cases in which situs adjustments have been made-on county

income estimates, these adjustments have been based on. either direct or

ly. s. Bureau of the Census, County and City Data Book, 1962
(Washington: U. S. Government Printing Office), passim.
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of situs adjustment will be recommended in this section which uses
indirect evidence generated by a simple economic model of the
comﬁuting process. Ve shall begin with a brief survey of the methods
of situs adjustment that have been used in earlier county income
studies. Néxt the model of intercounty commuting and its underlying
assumptions will be presented. Finally, we discuss the use of the

model for situs adjustments.

Methods of Situs Adjustment Used in County Income Studies

Only a few county income studies have attempted to convert wage
and salary estimates to a place of residence basis. We shall first
review methods used in adjusting estimates for Kansas, Georgia, Kentucky,
and Maryland, which were based on direct measurements of the e#tent of
' commuting, and then consider the adjustments made in the county income
studies for Pennsylvania, New Ydrk, and Illinois, which rely on indirect
evidence of commuting. Ail of these efforts leave much to be desired;
" When costs of the estimating proceduré§ are taken into account, refine-
ment of the indirect methods of New York.énd Illinois appears to be
.the most promising éppréaéh to the problem.

The 1960 Census of Population contains the only body of data on

-intercounty commuting which are national in coverage., Published.tables
~ report, for each county; the number of residents who work elsewhere, .
but not the county to which they commute or their distribution by
industry or 6ccupation. These data are thus inadequate for mékingAa
situs adjustment. However, tabulations of Census commuting statistics

which provide county of employment by county of residence méy be obtained
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frém the Census Bureau on a contract basis. Darwin Daicoff used such

‘a tabulation to make an adjustment to county of residence in his

estimates of county income for Kansas. Daicoff distributed place of

work wages and salaries to counties of residénce in proportion to the

share of emﬁloyed persons working in a given county who resided in

those counties. There was no disaggregééion bj industry, and the

same commutingAfactors were used for each year from 1950 through 1964,1
An ambitious and able attempt to obtain the county data needed to

adjust county wage and salary gstimates for résidence on an industry

basis was made by John Fulmer for the state of Georgia.2 A random

sample of Georgia firms was selected that was stratified by county and

industry. Mailed questionnaires and an inténsive follow-up resulted

in responses from approximately 6,000 firms, and these accounted for

63 per cent of nonagricultural employmént in the state. 1In spite.of

the enormous amount of data collected, however, the sampling variability

of many county-industry cells remained high. The large sample size had

been chosen in part because of the large number of Georgia counties--159,

" more than any other state except Texas. Using a six industry-group

classification, the standard errors of estimate of county-industry cells

lDaicoff, op. cit., p. 33,

230hn L. Fulmer, Analysis of Iﬁtercouncy'Commuting of Workers in’
" Georgia (Atlanta: Engineering Experiment Station, Georgila Institute
of Technology, 1958). - ' ' '
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were ten per cént'or less only for the 5 largest population centers.
Manufacturing and non;manufacturing commuters could be distinguished‘
at this level of reliability for 53 counties, and for 44 counties, a ten '
per cent standard error was exceeded with no disaggregation by industry.
Consequently, the procedure used for adjusting wage and salary
estimates to county of resi&ence incorporated varying levels of
industrial'détail.l It might be argued that a ten per cent standard
efror is too stringent a level of precision, or that for a state

v with fewer countiés, the results of a comparable’survey would be more
favorable. Nevertheless, the Georgia experience suggests that

enormous Ccosts may be required.to oﬁtain us;ful data on_intercounty
commuting by industry.

John Johnson'é earlier income estimates for Kentucky also made
situé adjustments on the basis of survey results. However, in that
study, the saﬁple chosen.was a nonrandom one based on judgment, and
the data were collected by personal interviews with employers.z
A more resourceful methodology was adopted by the Bureau of Business
" and Economic Research at thg University of Marylané, which combined
limited surveys with other types of data. Situs adjustment for two

‘counties was based on a government report on the residences of

1John L. Fulmer, Analysis of Georgia Personal Income Payments,

" by Counties (Atlanta: Engineering Experiment Station, Georgia
Institute of Technology, 1959), p. 7. :

230hn L. Johnson, op. cit., p. 146.
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federal employées working in Wéshington, D. C. For two employment
centers, inclﬁding Baltimore, the situs adjustment was based on
traffic survey data collected by the state highway commission. For
two remaining major employment centers, situs adjustments were made on
the basis of a specially conducted sample survey of manufacturing
firms.1 This strategy probably strikes‘é good balance between cost
and reliability in the Maryland case, but the investigators were more
fortunate than most in the data available to them. Even so, it falls
far short of the goal of situs adjustmenfs for all counties by industry.
Given these disappointing results from expensive direct data on
commuting, the question arises as to how much might be inferred about
commuting usinglalready available data on employment alone. One
alternative is the procedure adopted by the Depértment of Internal
Affairs of the Commonwealth of Pennsylvania.2 Place of residence

employment as reported in the 1960 Census of Population was scaled so

that the state total equaled state employment covered by unemployment
insurance (a place of work figure5 for each of eight majo: industrial
* groups. Esfimatéd place of work wages and salaries for counties were
then multiplied by county ratios of scaled census eﬁployment to

covered employment. The 1960 employment ratios were applied to county

wage and salary estimates for all years back to 1929, In addition to.

1Personal Income in Maryland .Counties, 1951-1955. (Studies in
Business and Economics, Vol. X, No.4; College Park: Bureau of

Business and Economic Research, University of Maryland, 1957), pp. 10-11.

'2Pennsy1vaﬁia, Department of Internal Affairs, op. cit., p. 84-85.
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neglecting changes in commuting patterns over time, this procedute
negleéts differences in wage rates betweén counties which are
employment centers'and those which are predominantly residential.
It does, however, lead to a situs adjustment for each county on an
> industrxy basis.

A method of situs adjustment developed by the New York State

Department of Commercel

and adopted in estimating county income in
Illinois2 attempted to meet the problem of county differences in
average annual earnings that arises in the Pennsylvania method. The
New York method grouped the counties of the state into a set of
multi—county,regioné that each contained a major employment center
and a hinterland. Within each region, employment by place of work
and place-of residence were compaéed. For the employment center,
place of work wages and salaries were multiplied by the ratio of
place of residence to place of work employment just as in the
Pennsylvania ﬁethod.' However, the New York method completed the
adjustment process by assigning the remaining wages and salaries

" originating in the employment center to the»other counties of the
région in proportion to each county's‘excess of place'of residence over
rlace of work employment. The:chief drawback of this procedure is the

arbitrariness with which the multi-county regions must be defined ih

’1Personal Income in Counties of New York State, 1948-1957, A
supplement to the December, 1958, issue of the New York State
" Commerce Review,

2

Scott Keyes, Felix C. Rogers, and Wallace E. Reed, op. cit., p. 5.
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practice. It must be assumed that fhere is no commuting between regions,
and thus, that all of the commuting workers in a predominately
residential county can be assigned to a single employment center.
Moreover, differences in place of work and place of residence‘employment
for the region as a whole are ignored. The county is too large a
gebgréphic unit for the assumptions underlying the New York procedure to
hold in gemneral.

Nevertheless, the New York method is in several respects the
most attractive procedure for situs adjustment that we have discussed.
It usés data that are readily available, and the adjustments can be
carried out separately for each industry. The higher wage rates of
the major employment centers may be taken into account, and perhaps
most importané, the method focuses on the pattern of commuting.between
an employment center and its hinterland. We need, however, a
procedure for defining the relevant multi-county labor market areés
which is both more flexible and less arbitrary. It shouid be possible
td divide the commuting work force residing in a county among more
" than one employment center, and it should be possible to find an

economic basis for linking counties of residence and employment.

A Model of Inter-County Commuting

There does not seem to be any precedent in the literature for
discussing commuting patterns over large areas which include a number
of centers of employment. Commuting within a single metropolitan

area has been iuQestigated from several different points of view,
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and two studies which have an explicitly economic focus are John
Kain's stud& using Detroit déta1 and a study by John Hamburg and others
on Buffalo.2 Although both studies are concerned with determinants of
commuting, Kain's discussion is carried out in terms of an eight-
equation structural model, while Hamburg and his associates use a
single behavioral assumption. This assumptioﬁ, from which the authors
obtain a computer simulation of a commuting patfern that can be
compared with the observed patterns, is that workers and firms are
matched in such a way that total travel time‘is minimized. The
locations of residences and plants are grouped into zones, so that the
task of finding the commuting pattern‘which minimizes total commuting
time for all workers may be treated as an example of the well known
ﬁtransportation problem" of linear programming. It is this approach
to.the commuting problem that will be of cbncern here.

The aséumption that time is miniﬁized (or that cost is minimized)
in commuting between counties provides an economic criterion for
choosing one among all possiblg'commuting patterns, and one that is
' simple enough to be usgd asra basis of situs adjustment. At the same
time, arbitrary assumptions that commuting does not take place

between certain pairs of counties are largely avoided. In principle,

1john F. Kain, "A Contribution to the Urban Transportation Debate:
An Econometric Model of Urban Residential and Travel Behavior," '
‘The Review of Economics and Statistics, XLVI (February, 1964), 55-64.

230hn R. Hamburg, ‘et. al., "Linear Programming Test of Journey-ToQ
Work Minimization," Highway Research Board Record, No. 102 (1965), 67-75.
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the cost minimization criterion could be used to find the least-cost
inter-county commuting pattern for a state or an even larger area
without introducing g.tglggiArestrictions on the commuting pattern,
although in practice some restrictions might be necessary because of
the size of the computer to be used and other considérations. The
realism of the least—cost solution is increased if workers are stratified
into meaningful groups. In the Buffalo study, separate commuting
patterns were found for white and nonwhite workers, and for drivers
and nondrivers. For simulation of inﬁercounty commuting, workers
should be stratified ﬁy inﬂustry, and the finest industry classifica-
tion available should be used.

We will first set out the bare bones of the inter-county commuting
model, and then provide the additional interpretation that is necessary
to evaluate and implement it. 'Our basic assumptions are:

1) .There exists a given disfribution of households providing

employees (to a certain industry) and a given distribution
of firms providing'employment (in the industry).

2) These two distributions may be tepresentéd by a collection of

points, each associated with a particular suppiy of labor and
a particular demand for labor. This assumption is equivalent
to supposing_that all‘economic activity in a_counfy takes
place at‘a single point.

3) Thé total su?ply'of labor and the total demand for labor,

taken over all points, are equal.
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4) There is a cost of commuting between each pair of pointé.

5’ The commuting pattern for the industry is the one that
minimizes the total cost of commutiﬁg. This assumption
states in effect, that the labor market matches jobs and
men in a way that is economically efficient, locational
decisions of households and firgs being given.

On the basis of these assumptions we‘can provide a mathematical
formulation of the problem: find the intercounty commuting pattern
that minimizes the total cost of travel between counties. The total
travel cost, Z, between counties is equal to the number of workers
xij who live in coupty i and work in‘county j, times i the travel

cost from county i to county j, summed over all counties. In symbols

n n
(1L Z= % I CqaXyas
=1 g=1

where n is taken to be the number of counties. The travel costs'cij.

between counties are asspmed to be known. The numbers of commuters xij

betweeﬁ counties are unknown and are to be chosen in such a way as to
.minimize Z. The Xg49 howe&er, must satisfy several séts of side
conditions, or constraints. First, the number of workers who live in

a county, say the ith, is known, and the sum of the workers residing

in county i and working in the various counties (including those who work
'in their county of residence) must equal that number.» We can express

the corresponding restrictions for each'county on the x, by a set of

. ij

constraints
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(2) : g X454 = 845 | 11,2, ...,n
where 815 8y «eey @, are the number of workers living in each of the
counties, Similarly, the number of persons employed in a given county,
say the jth, is assumed known, and the sﬁm of the persons from each
county (including j) who work there must equal the number employed in
county j. This type of constraint on the xij may'bé expressed by
the equations

n

(3) I x

=b ji=1 2, ...y n,
= -

where bj is employment in county j by place of work. Finally, the xij

must satisfy the obvious but mathematically necessary conditions that

‘the number of persons commuting from county i to county j not be

negative. In symbols, we require

i=1,2, ..., n

Lde
]

1, 2, se0y Ne

Altogether, the expression Z of equation (1) whose minimum value is to
be found is a function of n2 unknowns, where these unknowns are to be

chosen subject to 2n equality constraints and n? inequality constraints.

1A number of computational methods have been proposed for solving the

1,

2

transportation problem and several of these are discussed, for example, in.

' G. Hadley, Linear Programming, (Reading, Mass.: Addison-Wesley, 1962)

Chapter 9.

9 _

Only 2n-1 of the 2n equalities (2) and (3) are linearly
independent, however, since they must satisfy Lay = Ib (assumption 3
on page 219). ' i |
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We can now consider the assumptioﬁs of the model, one at a time.
The first assumption, that there are given distributions of households
and firms that interact in the labor market of a particular industry,
serves mainly to distinguish what is explained from what is not
explained by the theory. Specifically, we do not seek to explain_the
locational choices of either households ;r firms. These choices might'
be thought of as reflecting long-run decision making, and choices of
current employment és reflecting short-run decision making. .On the
other hand, the locational decisions made by households over time will
reflect employment opportunities, and the locational decisions made by
firms will take account of the availability §f labor. In this way
"long run" aspects of labor market behavior will tend to reinforce
"shoit run" considerations and, if decision-making is rational, tend
to reduce the economic resources devoted to commuting.

The second assumption, that counties can be treated as if they
vere concentrated at single points, raises queétions which are
essentially questions of measurement. The notion that all the
‘ population or all the employment is concentrated at a single point in
a county should not lead to difficulty if the "center of gravity for
the county" is appropriately identified. Various measures of the
center of a county, based.on the location and size of households and
firms‘aséociated with an industry could be. suggested on the theoretical
-grounds, but-only very rough indicators of the county center can be

derived from available data. The most reasonable choice appears to be
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the geographic center of the largest city or town in the county, with
this point used as thé center of both residence and employment in all
industries. This measure has the advantage of beiﬁg esﬁecially easy
to obtain, and as a measure of central tendency it corresponds
roughly to the mode.

Intuitively, one would expact two counties to have closer economic
ties the closer were the largest towns in each, and it is these ties
which the proposed measufe of the county center takes into account.
The highway distance between county cehters may introduce considerable
measurement error into the linear programming problem, however, and it
would be important to determine the extent to which a "least cost"
commuting pattern was affected by these errors. Sensitivity analysis,
which examines changes in the solution of the linear programming problem
when parameter values changé, provides a means of investigatiﬁg thié
question.l Efficient computational ﬁe;hods for solving a programming
problem with a new cost vector after an initial optimizing solution
is obtained have been explored. 'In the commuting model, the
sensitivity of the optimizing solution to measurement grrdrs in the
"costs could be evaluated by choosing a new cost vector in which‘>
further errors of measurement have been introduced. .Tﬁis cost vector
could be obtained, for example, by adding to each element in the
original cost vector a random value chosen from a probability
distribution whiph was felt to reflect the. types and magnitudes of

measurement errors that were of 1nterest.

11bid., pp. 379-38.
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The third assumption, that the number of persons in households
who have jobs is the same as the number of persons employed by firms,
is an essential feature of the programming model, aﬁd one which
surely, in a relevant sense,'characterizes the real world. For
several reasons, however, measured employment in an industry by place
of residence and by place of work for a given set of counties should
not be expected to correspond. First, differences in the dafinition
- of employment, in the date of enumeration, ;nd the method of measurement
will produce systematic differences in the measured anber‘emﬁloyed
which do not average out over the entire country ahd which may lead
to larger discrepancies in some areas than in others. Errors of
industry classification in the various data sources may be partly
systematic., Differences in the definitidn of industries are a further
but much less important‘source of discrépancy at the level of
aggregation for which both place of residence and place of work
employment data are available. A further reason for differences in
employment totals is that no set_of counties form a completely closed
‘1labor mérket. The amount of discrepancy from this source can be
reduced by adding to (or possibly deleting from) the list of counties
that one would otherwise select for inclusion in the linear programming
problem, when a particular counﬁy boundary can‘be.identified as a
source of difficulty.  |

A consequence of the third assumptidn is that, when a least-cost
commuting pattern is to be computed, there must first be a careful

choice of the set of counties to Include. When this choice has been
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made, the county values of one of the employment measures (place of
work or plaée of residence)'must be scaled so tﬂat its total matches
that of the other. It‘should be clear that although for a scale
factor to be close to one is desirable, this condition would provide
a poor criterion for selecting the counfies to be'included in the .
transportatiqn problem. The errors involved in choosing a collection
of counties will be one of the two types: either cutting,off‘too
“much of the hinferland around’employment centers, so that "true"
employment by place of work exceeds "true' employment by place of
residence; or including more hinterland arouﬁd an employment center
than it actually draws from so that "true" place of work employment
falls short of '"true" place of residence empioyment. Clearly, one
does not want td compensate for measurement errors in the data by
making errors in the choice of hinterland around major employment
centers, Rather, the set of criteria used to choose the counties for
the transportation_probleﬁ should include the stipulation that the
discrepancies between employment totals_shouid be of an order of size
“that could reasonably be attributed to measurement errors alone. _‘
A good practice would be to compare percentage discrepancy between
the two employmept measures for the counties under consideration with
the percentage discrepancy iﬁ the'twd measures for the United States
as a whole.

"The fourth assumption requires that the cost of commutihg between

palrs of counties is measurable. Driving times between county_ centers
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would be a good indicator of this cost, but tliese are not generally
available, Highway miles between.county centers is an alternative
indicator of commuting éost, and one which can be obtained easily. —
" One might ask whether the subjective cost of commuting is proportional
to\highway miles, or whether it increases faster than proportionately
asvthe length of trip increases, at least after some point. In the
absence of any evidence on this question, the best strategy would
appear to be that of assuming proportionality between length of trip
and the cost of commuting in determining the commufing patterns used
for situs adjustment. However, sensitivity analysis can again be

used to determine how critical this assumption is to the linear
programming results. In this case one would want to compare the
original optimal solution with the solution vhen, for example, all
costs are squéred.

The fifth and final assumption of the model is that the commuting -
pattern determined in the labor market minimizes the total cpst‘of
cdmmuting. This assumption implies that the labor market is in
* equilibrium, in at least one respect, and is subject to all the
- qualifications that are normally placed on equilibrium assumptions.

At most points in time, the equilibrium commuting pattern should
provide a tolerable approximaiion of the actual péttern, but it will
involve én underestimate of the.togal amount of commuting. Fortunately
for the éstimatioﬁ of counﬁy incomes, the effects df some of the
discrepancy between actual and least cost commuting will cancel,

Actual commuting can be thought of as the sum of a systematic factor,
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explained by the lineér pfogramming model, and a random factor. The
random factor results in (say) some additional commuting from

county A to coﬁnty B, but also some commuting from B to A. (By the
nature of a least éost solution, if there is commuting from A to B
there will be none from B to A.) It is the difference in these two
random quantities, and not their sum, which determines the extent to
which the least cost solution is an inaccurate basis for situs
adjustmént. For sigus adjustment one>needs to know only the net
commuting between pairs of counties, and all flows in the least~cost
solﬁtion are net.,

Although the context and interpretation of the linear programming
model are somewhat different when applied to commuting between |
counties than when applied to intracity commuting,vit is interesting to
" consider the empirical results obtained by Hamburg and his co-workers.

Comparison-of the timé minimizing and average actual commuting times
for several classifications of Buffalo workers leéds the writers tb
conclude that their study "does not demonstrate that commuters minimize
. aggregate travel time," but that "minimization is a potent influence."
Nonwhite drivers in the sample had a minimum average commuting time of
7.6 minutes and an actual average commuting time of 10.3 minutes.

A much less favorable result was that commuters with incomes under
$5,000 had a minimum average graﬁel time df 3.8 minutes,_but an actual

average travel time of 11.7 minutes. There are two reasons for

1Hamburg et al., op. cit., p. 74.
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would be more realistic. In the first place, a stratification of
workers by industry provides a finer classification 6f workers than
that used in the Buffalo study, and.this factor would reduce the
number of incorrectly identified very short trips. Secondly,

one would expect distance to be a greater deterrent to commuting,
the larger the geographic area considered. While at least a few
workers in any part of a city may work in any other part, cost
considerations limit commuting over distances greater than‘fifty
miles virtually to zero. Fulmer found that 95.3 per cent of the
workers employed in the six largest Georgia cities lived within 30

miles of the'se cities.l

Use of the Model for Situs Adjustment

To estiméte wages and salaries by place of residence, it is
necessary to distribute estimated wages aué salaries by place of work
for each coﬁnty to other counties in proportion to ;he-work force
assignmenis méde by the cost minimizing commuting pattérn. This
approach to éitus adjustment has the advantages that it can be

. implemented to give place of residence wagés and salaries in more than
one year, and that the éitus adjustments can be carried out by industry.
With regard to both of these aspects of thé approach, however, there
are details of procedure that must be specified.

A difficulty with the choice of years for this method of situs

adjustment is that place of work and place of residence employment data

lFulmer, Analysis of Intercounty Commuting of Workers in Georgia,
p. 11.




229
are generally avallable for different years. Place of residence

~ employment by ihdustry is reported in the Census of Population for

1950 and 1960. Place of work employment is reported in County

Business Patterns, the industrial censuses, and for some states,

.tabulations'from unemployment insurance records. Questions which

arise are: (1) How should the employment data be adjusted for

comparability before solving the linear programming problemé (2) Should
- the linear programming préblem be solved for the same years as those

for which adjusted wage and salary estimates are desired (our 1948,

1953, 1958, and 1963), or do data considerations make it advisable _

to solve the.programming problem for other years and then adjust the
estimated least--cost commuting patterns?' (2) Finally, if the programming
. problem is solved for years different from those for which situs

adjustments are required, what modifications should be made in the

solutions to the programming problem?

The interpolation methods of the preceding chapter might bé used

to adjust place of work and/or place of residence employment data, but

it would generally be difficult to find good related variables which
‘'were available at the.required frequency.1 Thus, adﬁustment of the

data for discrepancies in observation dates would normally be made by

simple a;ithmetic‘or geometric interpolation. If the observation

dates for the two types of employment data are distant, then a -

lExceptions would be the use of CGASI data to interpolate employment
as reported in the industrial censuses for manufacturing, wholesale
trade, and retail trade, but the County Business Patterns and Census of
""Population dates match only approximately.
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interpolated series. The difference berween thg t&o series, which is
taken to indicate the net amount of commuting, will have anlavérage
percentage error greater than the percentage errors in either series.

As a consequence, serious distortion may be introduced in the cost
minimizing commuting pattern. For this reason a policy of solving the
linear programming for the years fof which comparable employment

series can be derived most reliably would be préferable to obtaining
least cost commuting patterns for the yearsAfor which final wage and
salafy estimates are to be made. Since place of work employment is
reported more frequently, it can be interpolated with less distortion.
Hence, 1950 and 1960, the years for which place of residence employmeqt
is reported, would be the best years for determining least-cost
comnmuting patterns.

If this procedure is followed, the task remains of.translating
commuting patterns in the benchmark years into commuting patterns for
the years for which they are requi:ed{ A natural first step is to
obtain simple interpolations bf benchmark year Commﬁting between all
" pairs of counties. Suppdée that these have been obtained, and that they
have been summed by éounty off;ork so that interpolated county of wqu
employment estimates are obtained. The resulting employment estimates
will differ from reported place of work employment for the same year, or

from the best interpolation that can be made. for that year, using data
that are closer in time. Thé positive or negative‘discrepancy‘may be
removed by distributing it among all of the counties which are connected

to the given county by commuting, and to that county itself, in
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proportion to the interpolatéd commuting flows. This procedure'is not

the only way in which the discrepancy between the‘two eﬁployment figures

could be resolved, but more complicated procedurés would probably not

make much contribution to the reliability of the estimated commuting

pattern. ' . -
The industrial detail for which coﬁ;uting patterns can be

estimated is limited to the very broad classifications of Couﬂtz

Business Patterns: mining, construction, manufacturing, public
‘utilities and transportation (except railroads), whole;ale trade,
‘retail trade, finance-insurance-real estate, and services. ‘A éomﬁuting
pattern cannot be estimated for agricultural services-forestry-fisheries

because this classification is not used in the Census of‘Population,

which is the source of pléce of residence employment data. Wage and
salary estimates for this industry and any otheré, such as the federal
civilian sector, which ére on a place of work basis, should be

- distributed to counties of residence in proportion to the sum of

the least-cost commu;ing flows for the eight industries that can be

' treéted explicitly. The combined commuting flows éiso provide a

basis for.distributing to county of residence other components of
personal income, such as the income of non-farm proprietors, which may
be based on data collecteq on a place of work basis. No adjustments -
need to be made for industries for which wages and salariés»are.
initially on a residence basis, or fof farming, in whiéh iﬁtercounty

commuting is low and unstructured.
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It should be noted that in the industries wholesale trade, retail
trade, and sefvices, proprietors make up a significant portion of fhe
labor force. To obtain the labor force on a place 6f work basis, an
estimate of the number of.proprietors, based on the.number of
proprietors reported in the industrial census for each of these industries,
should be added to the estimated number of employees. Measurement
errors may cause special problems in service employment, and if the
diécrepancy between total measured place of work and place of
residence employment wére very great, alternativé.methods of estimating
service wages aﬁd salaries by place of work should be considered. These
include distributing wages and saiaries by place of work to counties
on the basis of tofal estimafed éommuting for other industries, and
estimating wages and salaries in the industry pértly on the basis of

place of residence employment, perhaps weighted by a measure of the.
average county wage.

An example of a least-cost intercounty commuting pattern
obtained as the solution to a transportation problem is presented in
' Figure 2, JTowa data were used, -and the industry and year chosen was

manufacturing in 1950, Since an edition of County Business Patterms

covering manufacturing only appeared for. that-year, the problems of
prelimirary data adjustment in this case were relatively minor--the

- OASI data were simply scaled to the Census of Population total. There

is no significant interstate commuting across the northern or southern
boundaries of Iowa, but major employment centers lie on the eastern

and western boundaries. These include Clinton, Burlington, and Keokuk,
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LEAST COST COMMUTING PATTERN FOR IOWA

Figure 2
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Iowa and Rock Island, Illinois, on the east; and Sioux City, Iowa;
Sioux Falls, South Dakota; and Omaha, Nebraska, on the west. In order
to obtain a relatively self contained labor market area, 18 out-of-state
counties were selected along the eastern and western borders of the
state, making 117 counties in all.1

Data on the highway miles between the largest city or town in each
county were taken from state aﬁd national sources.2 Originally it was
hoped that allowed commuting could be restricted to contiguous counties.
Distances between éounties that did not touch were assigned an
arbitrarily high value. It was found, however, that no feasible
solgtion existed that satisfied this constraint, because of the very
large nuﬁber of workers required by Omaha. Adding more countieé in
Nebraska vas considered as a solution to. this problem, but that type
 of adjustment was found inadequate and was rejected. Three commuting
routes between non-contiguous counties were then introduced: from
Crawford to Pottawattamie, from Adair to Pottawattamie, and from
Union to Mohtgomery. With these Wodifications feasible solutipns
" existed, but because of the highway structure, the Optimalbsolutioﬁ

was notAunique. A further modification was made by arbitrarily adding

1The counties selected were, in Illinois: Carroll, Hancock,
Henderson, Henry, Jo Davies, Mercer, Rock Island, and Whiteside;
in Nebraska: Burt, Cass, Dakota, Douglas, Sarpy, Thurston, and
Washington; and in South Dakota: Lincoln, Minnehaha, and Union.

2Mileage between Iowa cities was takén from Mileage Guide of Iowa,
(Emmetsburg, Iowa: McNamara's Moving and. Storage, 1954). Mileage
involving other cities was taken from the Rand McNally Road Atlas.
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two miles éo the cost of commuting between non-contiguous counties.
With these specifications there was a unique optimél*solution, and
this is the solution shown in Figure 2. Numbers of workers coﬁmutiné
from counties of residence to counties of employment are indicated
alongside the arrows, which correspond to séleéted routes,

Perhaps the most striking feature of Figure 2 is the drift of
workers toward Omaha in the southwest portion of the state. Fouf other
1950 SMSA's show large amounts of in-commuting--Sioux City (Woddbury
Coﬁnty); Des Moines (Polk), Waterloo (Black Hawk), and Cedar Rapids
(Linn). The rem#ining 1950 SMSA, Davenport-Rock Island, does not
show in-commuting from the Iowé side, but it does show a large number
of manufacturing'workérs living in Iowa (Scott County) and commuting
to the Illinois portion. The recently published Department of Cbmmerce
estimates of personal income for SMSA's (which include none in Iowa)
make no situs adjustment other than those incorporated in the personal
‘income-estimates<fof states. In defending the absence of a further
residence adjustment, Graham and Coleman state that."when the counties
of the various SMSA's are combined, the differences between place of

"work and place of residence are eliminated, or at least minimized, and
thé income agéregate, therefére, measures the total income received

by persons in the area, SMSA on either a 'residence' or a 'where~worked'
basis.“l The commuting pattern in Figure 2 does not support this

- assertion. In addition, large amounts of in-commuting are shown for

1Graham and Coleman, op. cit., p. 44.
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" "An unfavorable resuit from this commuting pattern experiment was
the large amount of computer time required for solution. The
calculations were-carried out on an IBM 7044 computer using a
computer program believed to be highly efficient.}! However, running
time for the 117 couﬁt§ problem as finally specified was 3 hours and
45 minutes., By contrast, running times for a number of 30 county
frial'pfoblems were iﬁ the neighborhood of one minute. This suggests
that for a state with as many counties as Iowa, considerable savings
would result from a preliminary regionalization of the state into
three or four areas. The accuracy costs of such a procedure have not
yet been investigated.

2. A Method for Employment Estiﬁates
Based on the Lognormal Distribution’

The Department of Commerce publication County Business Patterns is

a major source of wage and salary data and is potentially of consider-
able value in county income estimation. In addition to first-quarter
pay:olls, this publication reporté employment and the size distribution
" of firms by empldyment‘sizeAclasé, ali by iﬁdustry. We saw in

Chapter Two that, unfortunately, values of many county-industry cells

are not reported, in order to avoid disclosure of data for individual

Lihe algorithm selected is given in James Munkres, "Algorithms for
the Assignment and Transportation Problems," Journal of the Society for
" 'Industrial and Applied Mathematics, 5 (March, 1957), 32-38. Munkres'
algorithm is simplexr than that of Dantzig, Ford, and Fulkerson (see
Hadley, op. cit., pp. 257-266) but similar to it in that solution
begins by solving of the dual. The computer programming for the IBM
7044 was done by Burton Gearhart. oo
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;firmé‘operating in a county where the number of firms in a given
industfy is small (or where one large firﬁ dominates the county
statistics for the industry). The size distribution of firms in an
industry and county, however, is always reportéd. In this section we
‘develop a method for supplying the missigg employment and payroll
values based on the size'distribu;ion of firms.

Similar missing value problems occur in the Census of Manﬁfacturing

and the Census of Business. Missing values in the Census of Manufacturing

could be supplied in the way described for County Business Pattermns,

since this source also provides the distribution of firms by size
class. A more. economic procedure, when both iﬁdustrial census and OASI
data are used, woul& be to use OASI values conéistently to estimate
missing values in the industrial cehsuses. Since the same disclosure
~rules are followed in both sources, missing values in the industrial

censuses will tend to correspond to missing values in County Business

Patterns. Thus for the industrial census values, the methods of this
section will apply indirectly.

Because the data relied upon~--the employment size distribution of
firms~-are more closely related to employment than to payrolls, our
primary concern will be the estiwation of missing émployment values.
These ﬁay be readily converted fo estimates of missihg values for
payrolls by a simple'érocedurevinvolving two proportional adjusfﬁents
as follows: First, multiply the estimate of employment by the ratio of
county payrolls to county employment, obtaining the payroll that would

result if the estimated employees were paid at the average rate for
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the county. Second, multiply the resulting'quantipy by the ratio of
payrolls iﬁ the industry to employment in the industry for the state
as a whole. This step makes an adjustment for differences in} earnings
rates in different industries. Payrolls ar; thus estimated by the

relation

Payrolls (county, industry)

= Dpayrolls (state, industry)
employment (state, industry)

x _total payrolls (county)
total employment (county)

x employment (county, industry).

Estimates of missing employment values have an important ;pplication in
county income estimation in addition to their use in making estimates of
- payrolls: they are needéd in order to have a comple;e set of employment
data for situs adjustment. With missing values in the employment dafa,

the situs/adjustment procedures described in the ﬁreceding section

could not be carried out,

Alternative Uses of Employment Size Data

The idea of using the size distribution of firms to supply

missing values has been applied by McCarty, Hook, and Knos to the

County Businegs Patterns data for 1950 and,l953.1 They make employment

lharold H. McCarty, John C. Hook, and Duane S. Knos, The Measurement
of Association in Industrial Geography (Iowa City: Department of
Geography, State University of Iowa, 1956).
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estimates by assigning to the firms in each size class an estimate

of the‘humber of employees in firms cf’that size class. For all size
" classes, éxcépt the largest, this number is simply‘the midpoint of the
size class; for the largest size class, all of the employees in the
county total for all industries are assigned who are not otherwise
accounted for. Discrepancies between total county employment (always
reported) and the sum of reported and estimated employment.by industry
are resolved by making adjustments in the larger size classes.

The difficulty with this procedure is the arbitrariness of the
estimates of employment of firms by size qlass. Not only are'these
estimates made without reference to any related data, but the midpoint
of a size class should be expected to overestimate the average employment
in firms in the size class if the employment size distribution of firms,
* like most other size distributions in economics, is skewed to the right.

| Regfession analysis could be used to obtain an alternative estimate
of average employment in each size class. Let Nk denote employment in
county k'gnd Eik the number of firms in the ith size class. Then if

" the coefficients of

- were estimated by least squares, using counties of a state as observa-
~tions, these coefficients would be estimates of average émployment in
each of the n size classes. The estimated coefficients would be unbiased

1f there was no systematic difference between the size distribution in



those counties in which employment was reported and in those counties
in which it was not. A separate equation could be estimated for
each industry and yéar in which missing values need to be supplied,
and in this way, geographic, industrial, and temporal differences iﬁ
size distribution of firms could be takgn into account.

It could be argued that equation (5) is an inappropriate mbdel
for the prediction of employment because no meaning can be given to
the disturbance term uk, and that instead of including a disturbance
term, the model éhouid specify that.the coefficients are random,

A pfactical difficulty with the model is that it is expensive to

apply because of the amount of data which must be transcribed and

processed.1 Since County Business Patterns reports 8 employment size

. classes, there are, again in the Iowa case; 792 observations of
independent variables per industfy per year, and most of these data

'are.of little further relevanéé for county income estimation. For
this reason it is desirable to have a method which relies on a

smaller amount of data.
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The requirement of smaller data input can be met if we assume that

the size distribution of firms is lognormal, and this leads to the
approach to the missing value problem to be recommended here. This

. approach, while incorporating the lognormality assumption, will be

lpata from recent edition of County Business Patterns may be

purchased from the Bureau of the Census on magnetic tapes, but even for

these years the data must be sorted by industry and for complete
observations.
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Estimated countyAemployment will continue to be a function of state
average employment in firms of each size class and county numbers of
firms in each size class. Now, however, thé additional assumption

that the number‘of eméloyées a firm has is a random variable distributed
1ognormaily allows one to estimate average employment of firms by size
.class using state totals only. Further,hthe use of the lognormal
distribution leads tovcomputational methods that can be carried out
graphically, thus reducing the burden of calculation still more. These
graphical methods also can provide a visual test of the assumption of
the lognormality of employment, and hence they permit evaluation of tﬁe
suitability of thg methods developed here in particular applications.
We shall first indicate the theoretical basis for using the lognormal .
distribution in the missing value problem, and then show how graphical

methods can be used to facilitate the computations.

The Lognormal Distribution and Employment

The lognormal distribution has the form:

x 2 ']
F(x) = J exp| - ARETW gy
0 xof2m g 202 {

I

The variate x--which in our application denotes employment for an
individual firm--takes on only positive values and the distribution is _
skewed to the right., The notétionbu, 02 for the parameters is

suggested by the fact that if a new variable is defined by y = 1n x, y is
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distributed normally with mean p and variance 02. The logpormal
distfibution was used to estimate the size distribution of firms as
measured by number éf employees by the French economist R. Gibrat in
1931.1 More recent work on the size‘distribution of firms has
typically been based on other measures of size--in partibular, dollar
ﬁalue of net assets and measures of capa;ity-—but has often used the
lognormal distribution. Rich;rd Quandt has shown that theblognormal
distribution provides a good description of the size distribution of
firms, and fits data for most indust;ies at least as well as other
widely used distribution functions’.2 Hart and Prais have argued in
favor of using the lognormal distributibn'to describe the size
distribution of firms on the grounds that it provides good fits to
the data, and that this distribution has properties thaf make it
: mathematically tractablel3

" Simon and Bonini have argued that the Yule distribution, defined
as KB(N, p + 1), whére‘B(N, p + 1) is the beta function; K is a

normalizing constant, and p is a parameter, should be preferred on

_ 1g, Gibrat, Les inegalités economiques (Paris: Libraire du
Recueil Sirey, 1931). Cited in J. Aitchison and J. A. C. Brown,
The Lognormal Distribution (Cambridge: Cambridge University Press,
1957), p. 101.

2Richard E. Quandt, "On the Size Distribution of Firms," American
Economic Review, LVI (June, 1966), 416-432.

. 3P. E. Hart and S, J. Prais, "An Analysis of Business Concentration,"
"Journal of the Royal Statistical Society, Series A, 119 (1956, Part 2),
150-191. :
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theoretical grounds to the lognormal distribu;ion.1 They point out
that the good fits obtained from the lognormal distribution are often
rationalized as support for the "law of proportional effect," which
states that over time the members of the population in question
(here firms) experience random changes in éize which are proportional
in magnitude to their size at the moment change occurs. It may be
shown that if the population experiences size cbanges of this type,'
its size distribution approaches the lognormal form as time passes
regardless of the shape of the original size distribution. This
result, hoﬁéver, dbés not allow for the entry of new firms. If new
firms are created at a constant rate overvtime, then the result at
the limit of the law of proportional effect is given by the Yule
distfibution.

Our choicé of the lognormal rather than the Yule.distribution is
-baséd on (1) the good fits obtained with size data for firms in
previous studies, and (2) its mathematical convenience. The latferv
conéideration is of significance because of the avaiiability of -

* certain theorems which facilitate evaluationvof the coefficients ay in
eduation (5) when a lognormal size distribution of firms is assumed.
These theorems are well known, and some of the geometric implications
are widely appreciated. For example, it is known that by suitable

transformations of both the cumulated density and the random variate,

11, A. Simon and C. P. Bonini, "The Size Distribution of Firms,"
" "American Economic Review, XLVIII (September, 1958), 610-611.
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;he distribution function may be transformed into a straighf line,

and this fact ﬁas been utilized'in the design of commercially available
lognormal probability paper to facilitate the graphing and analysis of
empirical distributions. However, the geometrical implications of |
some results needed for our problem do not seem to have been fully
realized.

Our first task is to relate the lognormal distribution to the
coéfficieﬁt ay, wyich has been intérpteted as the average number of
employees of firms in the ith size class. This ﬁay be done as follows:
Let the equation (5) be summed over counties. Setting~§ Nk

X Eik = Ei,' and omitting the disturbance terms, one obtains
k : :

= N and

(6) N = alEl + 32E2 + o0 + anEn,

an equation for total state employmeht (in some industry). Let f(x)
be the lognormal density function for the employment size of firms and

let Z Ei = E, the total number of firms in the state. We then have,
i

as an identity,
X
N= E S x * f(x)dx.
0

Denoting by X the employment level forming the upper bound of the ith
size class, the right hand side of this identity may be expanded so

that it contains a term for each of n classes:



245

X , %
1 1 1 2
(7 N = E1~E—7E S x « £f(x) dx + E2 57 J x ¢ f£(x) dx + ...
1 0 2 Xl
+ E L e f(x) d
n E /E ‘x’ x ¢ Iix) dx.
n-1

From comparison of equations (6) and (7);,ai is found to be given by

a; = 1 ?i x ¢ f(x) dx
i Ei/E X, i
X . X .
= A xe ax /S £G) dx.
~xi4lv ’ xial '

This equation may be expanded as

fO xf(x)dx - fo xf(x)dx F’(xi) -»F (xi-l)
é f(x)dx ~ [ f(x)dx F(x;) - F(xq_q)
. 0

vhere F(xq) denotes the distribution function of x, the function
F*(xq) is called the first moment function. Equation (8) shows that an
estimate of a; can be obtained if F(xq) and F*(xq) can be evaluated at

q=1 and q = i~-1. It is the evaiuation of these four quantities which

will be considered graphiéally.

<7
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Cqmputgtioﬁal Method

At this ﬁoint it is necessary to summarize some of the theory
underlying the use of 1ognorma1 probability paper, and in particﬁiar
the possibility of transforming a 1ognormai distribution into a straight' _
line. The latter possibility follows from a theorem which is expressed
in terms of the notion of the.quantile of order q of a distribution,
, defined as the value of a variate such that q times 100 per cent of the
distribution is to the left of that value., (Thus, the median is the
quantile of order oﬁe-half.) The theorem asserts that if Xq and zq are
quantiles of order q of lognormal and standardgnormal distributions

respectively, thenl

In xq =u+o zq.

Converting the logarithm to base 10 gives

‘(Ll) logyg X = 0.434 p + 0.434 o 2>
the form of the relation usually plotted on commercially available
* lognormal probability paper. The significance of equation (L;) is that,

for properly labeled axes, it provides a linear representation of the

lognormal distribution.

lProof: Since the natural logarithm of x has the standard normal

" distribution with mean u and variance 02, (In x - u)/o = z is standard
" normal. :
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Equation (Ll), for a particular choice of p and o, is shown in
Figure 3, which also providés an iilustration of lognormal graph paper.
Along the horizontal axis, equal distances correspond to equal units
of loglox.l> However, a scale has been added along the horizontal axis,
| just as on the standard logarithmic graph paper, that is deriﬁed from

the transformation
9) xg = 10(X08;0%q)

The alternate scalé allows'one to plot values of x as values of

loglox directly without making the computations- that the transfofmaﬁion
requires., Along the vertical axis, equal distances correspond to equal
.units of z. Again, however, an alternate scale has been pro§ided, in

this case based on the transformation

- . 1 ’
(10) q= {i J—z;r— exp (" tz)dt’

which is the standard nprmal distribu£ion. -Thus, cumulative frequencies

can be plotted girectly using the scale provided on the vertiéal axis,
without first converting to z. It will be noted that, as the normal
distribution requires,‘a unit change in z leads to a large chaﬁgeiin q
near z = 0 (q = .5) and fo Small changes in . q when z'takes on large

positive or negatiQe values. Plotting values of the pair (x,q) on axes

1t is usual, in working with lognormal probability paper, to. reverse
the convention that puts the random variate on the x-axis and the
:¢umulative density on the y-axis. (Compare equation (Ll).) In this
paragraph, however, we label axes in the familiar way.
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labeled according to the transformations (9) and (10) is equivalent to
plotting the pair (log xq,éq); Thus, by equation (L), if x has the
lognormal distribution, the set of pairs (x,q) trace out a straight line.

Empirical disfribution functions may be plotted,.using grouped datg,
as a series of poiﬁts (x5, q4) where X, is the upper bound of the ith
group, and qy is the proportion of obser;ations which fall in the ith and
all previous groups, that is, the observed cumulative frequency. If.the
observations are'belieVed to be drawings from a lognormal distribution,
T a st£aight line can be fitted freehand to the plotted points, and the
extent to which the lognormal distribution approximates the empirical
distribution may be judged by how close the points fall to the line.
In general, if the data are tabulated in r groups, r - 1 points,
corresponding to the upper bound defining each'group but the largest,
can be plotted. Noﬁ as many points can be plotted on commercially
available paper, however, if groups are chosen that fall in_one of the
tails of the distribution.

The graphical evaluation of the parameters ay will be presented in-
'térms of Figure 4, which gives the constructioné that.need to be carried |
out on lognormal probability paper.1 .The axes are the reverse of those
in Figure 3, in conformity with equation (Ll). Thus the vertical>axis
in Figure 4 measures xq'og a log scale with base 10. At point O,

log10 xq is zero. Two scales are provided on the horizontal axis, an -

116 see how these comstructions appear when drawn on lognormal
probability paper, compare Figures 5-8. Graph paper background is
omitted from Figure &4 in order to emphasize the geometric argument,
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arithmetic scale and a standard normal scale,vwhich are used to
measure the variablés'zq and N(zq) respectively. No significance
attaches to the values of the horizontal scale which occur at point O.
We let J be the point at which N(éq) takes the value .5. Commercial
- graph paper assigns the value 5 to this poiﬁt on the aritﬁmetiq scale,
but exposition is simplified if we give it the value zero. The variable
z may then be inferpreted a standard normal variate (instead of a
variable with mean 5).. Using the arithmetic scale in Figure 4, the
1ine“L1 can be used to read off the relation between x_ and z . Because

q
of the relation between zq and N(zq), the line can also be used to read

q
reading F(xq), since N(zq) = F(xq) for any q. In this way one may

" off the relation between x,. and N(zq). But the latter is equivalent to

obtain F(xi) and F(xi_l), two of the four terms, according to equation (8),
needed two evaluéte_ai.

We thus céme to the problem of evaluating the lognormal firét‘
moment function F*(xq), which will lead to values for F#(xy) and

F*(xi—l) in equation (8). This function is known to satisfy the

,.relationl

. X
(11) PE(xg 1,02) = P ox e f(u,0?)ax

-]

= exp (u +-% oz) "F(xq u + 02, 02).

" That is, thé lognormalyfirst moment function is itself a lognormal

1pitchison and Brown, op. cit., p. 12.-
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distribution function, except for a constant factor exp(u + %02); The

mean of ln x for the new distribution is greater by 02

than for the
function F(xq U, 02), but the variance of 1ln x is the same. Hence the

linear representaﬁion of the new distribution function,
L L 2 an 2
(L,) logyg %q 0.434(n + 0°) + 0.434 ¢ Z s

has the same slope as (Ll) but a different intercept. In Figure 4, L,

will lie parallel to Ll 0.434 02 units above it (log scale). For a
graphical evaluation of F*(xq) it is necessary to construct L,, and to
derive from Figure 4 the constant factor of equation 1).

To construct L2 we need to find a line segment in Figure 4 of

length 0.434 6%, We introduce the ‘"parabolic" function

| M2
(Pl) logig Xg = 0,434(2q - Ep ,

which intersects (Ll) at the points ( - %, 0) and ( - §-+ o, 0.434 02).
These points are labeled A and B respectively. Hence if a perpendicular
is dropped from D to the horizontal axis, the line segment DB has the

'required length 0.434 02. If DB is extended an equal distance to E,

the construction of Loy is immediate.
It may appear that in order to draw Plgsone needs to know the value
of - u/o. This is not correct, since-from equation (Ll), L, has - u/o

as its horizontal intercept. Once scales are established for the two

axes, the Simpler function

logyg x, = 0.4342q2
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caﬁ Ee sketched once’and for all, and the pattern moved along the
horizontal axis to accommodate a particular distribution funqtion Li.
This is a great saving if group means for many distribution funcéions are
to be evaluated.

The constant of equation (11) may be determined if it is factored

into

0.21702

2) - 100f434u . 10 .

exp (u +-% o

! V
0.434 may be found by

Since point J indicates the mean of 1ln x, 10
movihg vertically from J to point I on the distribution function Ll’

and then reading the corresponding value of xq (not 1og10 xq) at H.
0.21702

——

To obtain 10 , we find the point G whiéh bisects DB (so that GB
has length 10g100;21502), and read the corresponding value of xq at F.
The procédure for estimating the a; may now be summarized. We
ass;me that an.empirical cumulative frequency table has been prepared,
that the points have been plotted on lognormal pfobability paper, and
that a satisfactory freehand fit has been obtained as the estimated |
. distribution function L. Using the probabiliﬁy scale on the horizontal
axis, tabulate the estimated distribution function for each value of x
which defines a group upper bound. (If the sample data are discrete,
as they are in the case of employment data, more accurate results are
obtained by taking the upper bound plus one-halg.' 'The table should -
include the endpointé F(0) = 6 and F( = ) =1, aithough these cannot be

graphed.) Next draw in the function P; and construct L. Tabulate the

values of L2 for each.group uvpper bound. Convert the latter to values
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of F*(xq) by multiplying each by the product of the values of xq at
points F and H, Finally, form the ratios [F*(xi) - F*(xi_l)]/[F(xi)
- F(xy_1)], as indicated by equation (8).

An estimate of employment in a county may then be obtained from

the relation

Nk = g aiEik’

where E;p is the number of firms in the ith size class in county k.

It is seen that.while the argument for the use of the logno:mal
distribution in supplying missing values for county employment is not
always simple, the method is quite easy to apply in practice. After a
few graphs ha§e been made the'proéedure becomes routine. In connection
with the empirical work presented above,1 graphs were made for four

industries using Iowa County Business Patterns data for the first

quarter of 1962, These graphs-~for agriculture--forestry--fisheries,
mining, contracting comstruction, and manufacturing--are shown as
Figures 5-8. - Except for mining, which has too many employees in the 4-~7

. employee size class, the fits obtained with the 1ognorma1 distribﬁtion

are surprisingly close.

-IChapter Two, Section 3. Above, pp. 88-115.
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EMPLOYMENT SIZE DISTRIBUTION OF NON-FARM

AGRICULTURAL ESTABLISHMENTS, IOWA, 1962
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Figure 6

IMPLOYMENT SIZE DISTRIBUTION OF

, IOWA, 1962

ENTS

MINING ESTABLISHM

sookoTdwe jo Xaquny

I I ! I nil
! M NG ALy il I
i 1 AI :
A 1 i
BT NG TH) e H -y T
N ; 3
\| .
NG N\ Efdazie 4]
1 N N, il : ‘
HETN = i =i
HauEn - \, : Ram Em ==
i HDN "N SnaRannn : s g e
o n o NG =
, i . = —I=
N me E=
Siildt N CEe
: 4= /rHNl.I o
N by st bt o
/ bl ot ot faanld
2 {1 .
; S R
AEES .“.‘ =]
k N ..// ~
1N .
| . /w*/
! N ==
\ R
N N
i a
j
_ 1
S R R o -

30 No 5D .o .70 K0

Firms, cumulative distribution

A0

o

O

256



Figure 7
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EMPLOYMENT SIZE DISTRIBUTION
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Figure 8

EMPLOYMENT SIZE DISTRIBUTION OF

MANUFACTURING -ESTABLISHMENTS, IOWA, 1962
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